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Context: Wormhole Networks
Packets are divided in flits

Flits move through input buffers, which are FIFO, one by one

Credit system to authorize transmission – i.e. window flow control at each hop



Context: Wormhole Networks
Approach: transform into a FIFO feed-forward network

[1] Analysis of Worst-case Delay Bounds for Best-effort Communication in Wormhole Networks on Chip, Yue Qian et ali, 2009

Each input becomes a FIFO node, 
with an appropriate 𝛽𝑒𝑞



Context: Wormhole Networks
Approach: transform into a FIFO feed-forward network

𝛽𝑒𝑞
𝐴 = 𝑓(

𝑐𝑜𝑛𝑡𝑒𝑛𝑡𝑖𝑜𝑛 𝑎𝑡 𝑖𝑛𝑝𝑢𝑡 𝑏𝑢𝑓𝑓𝑒𝑟 (𝐹𝐼𝐹𝑂),
𝑎𝑟𝑏𝑖𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝑎𝑡 𝑜𝑢𝑡𝑝𝑢𝑡 𝑝𝑜𝑟𝑡 (𝑒. 𝑔.𝑊𝑅𝑅),
𝑓𝑙𝑜𝑤 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 𝑎𝑡 𝑜𝑢𝑝𝑢𝑡 𝑙𝑖𝑛𝑘

)

Recursion: equivalent service at given node depends on downstream equivalent service, 
due to flow control

min(𝛽𝑓1 , 𝛽𝑓2 , … )

add delay, reduce rate

𝛽𝑓𝑐 = 𝑊 + 𝛽𝑒𝑞
𝐵

[1] Analysis of Worst-case Delay Bounds for Best-effort Communication in Wormhole Networks on Chip, Yue Qian et ali, 2009



Problem: sub-additive closure

𝛽𝑒𝑞
𝐴 = … ⊗𝑊 + … ⊗𝑊 +⋯

𝛽𝑒𝑞
𝐵

Computing generic sub-additive closures is an NP-hard problem

Solving this nested form is prohibitive



Problem: sub-additive closure
Closed-form is known for flow control on a delay-rate server



Sloppy way: lower bounding to delay-rate
Closed-form is known for flow control on a delay-rate server

So, as an easy fix, we can lower-bound downstream 𝛽𝑒𝑞 with a delay-rate service

𝛽𝑒𝑞
𝐴 = … ⊗𝑊 + 𝛽𝑒𝑞

𝐵
𝑑𝑟



Impact on computed delay
GOOD FOR LONG STREAMS BAD FOR SHORT MESSAGES



Flow control tandem

𝛽1
𝑒𝑞

= 𝛽1 ⊗𝑊2 + 𝛽2
𝑒𝑞

= 𝛽1 ⊗𝑊2 + 𝛽2 ⊗𝑊3 + 𝛽3

[2] Analysis of manufacturing blocking systems with network calculus, Amit Bose et ali, 2006



Flow control tandem
We can transform the recursive flow control expression from a chain of generic sub-additive 
closures into a series of convolutions with closed-form closures.

𝛽1
𝑒𝑞

= 𝛽1 ⊗𝑊2 + 𝛽2 ⊗𝑊3 + 𝛽3

≥ 𝛽1 ⊗𝑊2 + 𝛽2 ⊗𝑊3 + 𝛽3

[2] Analysis of manufacturing blocking systems with network calculus, Amit Bose et ali, 2006



Expansion to wormhole network
We extended this approach to include routing characteristics

𝐹𝐶𝑖,𝑗,𝑘 ≥ 𝛽𝑟𝑗
𝑚𝑖𝑛 +𝑊𝑟𝑗

⊗ ໆ

𝑓𝑙∈𝐹
𝑝𝑗

𝑘𝑓𝑙 ⋅ 𝐹𝐶𝑟𝑗,𝑙,𝑝𝑗

Replaces 𝑊 + 𝛽𝑒𝑞 Recursive, but expands to series of convolutions

𝑊𝑎 + 𝛽𝑎 ⊗𝑊𝑏 + 𝛽𝑏 ⊗⋯



Convolution performance

𝑊 + 𝛽 elements are not convex, need a generic algorithm to compute convolutions

[3] An Algorithmic Toolbox for Network Calculus, A. Bouillard and E. Thierry, 2007

𝛽𝑒𝑞 = 𝛽⊗𝑊𝑎 + 𝛽𝑎 ⊗𝑊𝑏 + 𝛽𝑏 …

⊗



Convolution performance
Algorithms in the literature scale poorly with the number of chained operations
◦ Computation time depends on number of segments in data structure representations

◦ 𝛽𝑐 = 𝛽𝑎 ⊗𝛽𝑏 ⇒ Data structure complexity of 𝛽𝑐 ≫ that of 𝛽𝑎 and 𝛽𝑏

⊗

Tail behavior to be 
repeated 



Convolution performance
Algorithms in the literature scale poorly with the number of chained operations
◦ Computation time depends on number of segments in data structure representations

◦ 𝛽𝑐 = 𝛽𝑎 ⊗𝛽𝑏 ⇒ Data structure complexity of 𝛽𝑐 ≫ that of 𝛽𝑎 and 𝛽𝑏

Tail behavior to be 
repeated 

This would suffice though



Convolution performance
Algorithms in the literature scale poorly with the number of chained operations
◦ Computation time depends on number of segments in data structure representations

◦ 𝛽𝑐 = 𝛽𝑎 ⊗𝛽𝑏 ⇒ Data structure complexity of 𝛽𝑐 ≫ that of 𝛽𝑎 and 𝛽𝑏
◦ After each convolution, we try reducing the result to a minimal representation

◦ We observed speed-up from 10 minutes to 10 seconds



Convolution performance
This optimization affects chains of convolutions, but not the single one

Computations can still get out of hand, as they depend on numerical properties

𝑑𝑎

𝑑𝑏
𝑑𝑐 = 𝑙𝑐𝑚(𝑑𝑎 , 𝑑𝑏)



Convolution performance
This affects chains of convolutions, but not the single one

Computations can still get out of hand, as they depend on numerical properties

Clever lower-bounding may allow to avoid this

𝑑𝑐 = 𝑙𝑐𝑚(𝑑𝑎 , 𝑑𝑏) 𝑑𝑐 = 𝑙𝑐𝑚(𝑑𝑎 , 𝑑𝑏)



Summing up
Studying networks of flow-controlled links leads to intractable computations

Delay-rate lower-bounding fixes this, but crucial information on the system is lost in the process

Our contributions so far:
◦ Transform these recursive closures into a series of convolutions

◦ Algorithmic improvements for chains of generic convolutions

Work to be done
◦ How to recognize at a glance unacceptably heavy convolutions, and avoid them via approximation

◦ Exploit the computed curves – known methods for FIFO study assume convex service curves

◦ Systematic performance study



Thanks for the attention


