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ABSTRACT
We propose a novel approach to detect reactive jammers in
direct sequence spread spectrum (DSSS) wireless networks.
The key idea is to use the chip error rate of the first few
jamming-free symbols at the DSSS demodulator during the
signal synchronization phase of regular packet reception to
estimate the probability of successful packet delivery. If the
estimated probability is significantly higher than the actual
packet delivery ratio, we declare jamming. As a proof of con-
cept, we implement a prototype in a network of three USRP
software-defined radios (transmitter, receiver, and jammer)
and evaluate the feasibility, responsiveness, and accuracy of
our approach in a controlled lab environment. Our experi-
ments with IEEE 802.15.4 DSSS-based communication show
that for links with a jamming-free packet delivery probabil-
ity above 0.5, the false positive and negative detection rates
remain below 5 %.

Categories and Subject Descriptors
C.2.0 [Computer Communication Networks]: General—
Security and protection (e.g., firewalls)

Keywords
Jamming detection; reactive jamming; 802.15.4; DSSS

1. INTRODUCTION
Wireless networks are built upon a shared medium, which

makes them vulnerable to jamming attacks. Jamming at-
tacks are accomplished by emitting interfering RF signals
that do not adhere to the rules of an underlying MAC pro-
tocol [17]. When such jamming signals interfere with the
transmissions of legitimate transmitters at the receiver, the
signals collide and render the originally transmitted data
signals uninterpretable at the receiver.
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In contrast to traditional security primitives such as au-
thentication, confidentiality, or integrity that can be ad-
dressed with the application of cryptographic techniques,
jamming attacks cannot be entirely fended off by conven-
tional security mechanisms. While spread spectrum com-
munication techniques are able to mitigate the effect of nar-
rowband sources of interference, a jammer can always dis-
turb the communication by emitting broadband signals that
exceed the power of legitimate signals at the receiver.

Jammers may employ a wide range of strategies to dis-
turb wireless communication [3, 8, 9, 16, 17]. Among these
existing strategies, reactive jammers have been shown to be
not only the hardest to detect, but also the most energy-
efficient approach, making them a serious threat in wireless
networks. In addition, [15] demonstrated that reactive jam-
mers can be implemented on inexpensive COTS platforms
such as the USRP2 from Ettus Research, and that reac-
tive jamming can be triggered selectively on any field of the
packet header, making them a realistic threat for wireless
communication.

Since jamming cannot be prevented by design, it is im-
portant to understand how it works and, in turn, how to
detect its presence. This paper proposes a novel method to
detect reactive jamming in direct sequence spread spectrum
(DSSS) systems. In DSSS systems, bits or symbols at the
transmitter are spread to higher-order chip sequences. To
detect the presence of jamming, our approach accounts for
chip errors in the preamble at the output of the demodulator
to model the probability of packet losses. If the experienced
packet loss rate exceeds the one estimated from chip errors
in the preamble, a reactive jammer is likely jamming parts of
the packet, and we thus declare jamming. Since the pream-
ble of a packet represents the very first chips being sent for
synchronization purposes, it significantly reduces the proba-
bility that a reactive jammer will jam these chips because it
requires very fast reactivity, low signal propagation delays,
and prevents a jammer from making jamming decisions ac-
cording to physical, MAC, or payload based rules [15].

At the core of our detection scheme is an accurate packet
delivery estimation model based on chip errors in the pream-
ble, which is independent of the received signal strength
(RSS) that is being used by existing detection schemes [14,
17]. Our approach does not require any modification to the
communication system or standard and works even when the
reactive jammer targets the synchronization phase of packet
transmissions. We implement a reactive jamming detector



Figure 1: DSSS modulation in IEEE 802.15.4.

for IEEE 802.15.4 on the USRP software-defined radio plat-
form from Ettus Research and we evaluate its performance
in a controlled lab environment with the reactive jammer
from [15]. Our results show that our detection scheme is
able to accurately detect reactive jammers on fading wire-
less links with a jamming-free packet delivery probability
above 0.5. The false positive and negative detection rates
remain below 5 % for these links.

The rest of this paper is organized as follows. In the next
section, we briefly review important aspects of the IEEE
802.15.4 standard, introduce the attacker model, and de-
scribe the experimental setup used in the evaluation. Sec-
tion 3 explores the feasibility to model the packet delivery
with limited information from chip errors in the preamble.
In Section 4, we introduce our jamming detection scheme.
Section 5 covers the evaluation of the detection accuracy.
Related work is discussed in Section 6, and Section 7 con-
cludes the paper.

2. BACKGROUND AND ATTACKER MODEL
In this section, we briefly review important aspects of the

IEEE 802.15.4 standard, introduce the attacker model and
describe the experimental setup that we use for evaluation.

2.1 Background on IEEE 802.15.4
Our work on jamming detection focuses on direct sequence

spread spectrum (DSSS) communication systems, and is prac-
tically demonstrated for the IEEE 802.15.4 standard [1].
IEEE 802.15.4 defines a 16-ary quasi-orthogonal DSSS mod-
ulation technique. This modulation spreads a low rate se-
quence of bits to a higher rate sequence of so-called chips in
the following way: binary source data is divided into groups
of 4 bits (referred to as symbols) and mapped to a quasi-
orthogonal 32-chip pseudo-noise sequence (b0, b1, b2, b3) 7→
(c0, c1, . . . , c31), resulting in a chip rate of 2 MChips/s as
shown in Figure 1. The effect of this spreading is an in-
creased robustness against fading and in-band interference:
DSSS systems can tolerate a certain number of chip errors
and still receive symbols correctly.

Our proposed detection scheme relies on the fact that the
packet error probability can be predicted accurately using
the number of chip errors in the first few symbols in a packet.
An IEEE 802.15.4 packet consists (as shown in Figure 2) of
a physical layer header with a preamble sequence for symbol
synchronization (eight 0 symbols), a start of frame delimiter
(SFD; symbols 7 and 10) and a frame length field indicating
the duration of the frame, followed by a MAC protocol data
unit (MPDU). The MPDU contains a MAC header, data
payload, and ends with a frame check sequence (FCS) that is
used to detect transmission errors. IEEE 802.15.4 does not
mandate the use of error correction mechanisms, and any
received packet with an incorrect FCS is hence discarded.

To receive a packet, the receiver first synchronizes with the
preamble sequence to detect the symbol boundaries, i.e., the
time instants when chip sequences start. This timing infor-
mation is subsequently used to detect the SFD and frame
length field. The rest of the signal is decoded using a cor-

Figure 2: Reactive jamming: an attacker jams the
start-of-frame delimiter (SFD) to disturb the syn-
chronization of the packet at the receiver.

relator to map the received 32 chips back to symbols. The
received chip sequence R may contain errors caused by fad-
ing or interference. It is compared to the 16 predefined chip
sequences Ci, i = 0, 1, . . . , 15. The receiver chooses the best
match, i.e., the Ci for which h(R,Ci) is minimal, where
h(·, ·) is the Hamming distance (number of positions con-
taining different chips) between the two arguments. How-
ever, if too many chips are flipped, the expression h(R,Ci)
may be minimal for the wrong chip sequence Ci such that
the receiver interprets the chip sequence as a wrong symbol.

2.2 Attacker Model
We consider reactive jammers that aim to minimize their

jamming duration to only a few symbols in order to remain
undetected and to save energy. We assume a jammer that
is able to sniff any symbol of the packet over the air in
real-time and react with a jamming signal that flips selected
bits at the receiver with high probability. An attacker may
therefore pursue different reactive jamming strategies [15].
It may jam (i) the MPDU, (ii) the packet length field, (iii)
the frame synchronization field (SFD), or (iv) the preamble
of the packet. The first two strategies cause packet losses
because of resulting FCS errors, while the last two strategies
introduce synchronization failures, causing the entire packet
to be missed by the receiver. Figure 2 illustrates jamming
strategy (iii) that targets the SFD.

The jamming reaction time τ denotes the time difference
between the arrival of the original signal and the jammer
signal at the receiver. The minimal reaction time τmin is
bounded by the sum of the signal propagation delay be-
tween sender and jammer, the reaction delay of the jammer
to process the incoming signal and to make a jamming deci-
sion, and the signal propagation delay between jammer and
receiver. It is therefore safe to assume that the minimum
reaction time τmin is greater than the duration of one sym-
bol (e.g., 16µs in IEEE 802.15.4). Otherwise it would not
be possible to assess the channel state prior to jamming. In
fact, [15] showed that the reaction time of a realistic jam-
mer is significantly larger than this minimum reaction delay
because of the inherent hard- and software delays to detect,
demodulate, process, and trigger jamming signals according
to particular jamming rules. While it might be technically
feasible to implement reactive devices with lower reaction
delays than the duration of one symbol duration (for exam-
ple by using simple power detectors with analog parts [7,11]),
reactive jammers of that kind are not able to use the seman-
tics of the signals to perform smart jamming decisions like
jamming only selected packets according to specific rules
(e.g., matching packet modulation or header properties).

2.3 Experimental Setup
We rely on measurements to study the performance of

packet delivery models and to evaluate the proposed jam-



ming detection. Our experimental setting considers point-
to-point data transmissions in a network consisting of three
nodes: sender, receiver, and jammer. Our experiments are
based on a software-based implementation of IEEE 802.15.4.
As hardware platform, we use the USRP software-defined ra-
dio from Ettus Research. For the software, we use a slightly
optimized version of the UCLA IEEE 802.15.4 implementa-
tion [12] that runs on the GNU Radio framework. We have
performed multiple tests in indoor lab environments, which
are referred to as cable, static line-of-sight, static non-line-
of-sight, and mobile. In the cable experiments, sender and
receiver are connected by a shielded 60 cm coaxial cable with
a 30 dB attenuator. In the static experiments, a stationary
sender and receiver communicate using omni-directional an-
tennas. The mobile experiments are similar to the static
scenario except that the sender is kept stationary while the
receiver is moving. The receiver is placed on a cart and
moved at a constant speed of maximum v = 1 cm/s away
from, and back towards, the sender.

In each experiment run, 40,000 packets of 26 bytes length
are sent during 40 seconds from the transmitter to the re-
ceiver at constant rate. Various link conditions in the cable
and static experiment runs are obtained by adjusting the
transmit power and by changing the position of nodes. The
true packet delivery ratio (PDR) at time t is calculated by
averaging the number of received packets over a window of
100 packets centered around t. A window size of 100 packets
assures that the true PDR is calculated over a time window
that is smaller than the channel coherence time when mov-
ing the receiver at maximum v = 1 cm/s and at a frequency
of 2.4 GHz.1 Note that the mobility experiments have a rel-
atively low node speed of maximum 1 cm/s for the sake of
determining the true PDR. We intentionally kept the node
mobility low such that the channel coherence time is larger
than the window size of 100 packets that are used to calcu-
late the true PDR. Our results are thus relatively conserva-
tive with respect to mobility.

As a jammer, we use the reactive jammer from [15], which
also runs on the USRP2 platform. It can be configured to
jam according to strategies (i) to (iv). The detection and
decision logic are implemented on the FPGA of the USRP2,
resulting in a minimal reaction delay of τmin = 19µs.

3. CHIP ERROR BASED PDR MODEL
Our jamming detection technique relies on a statistical

model of packet delivery from chip errors in the first few
symbols of the preamble [13]. This section provides ex-
perimental results that show that the packet delivery ra-
tio in DSSS-based wireless networks can be modeled accu-
rately using such limited information. We further show that
our model significantly outperforms RSS-based PDR estima-
tors, which constitute the basis of current jamming detection
schemes.

Our statistical model exploits the strong correlation be-
tween DSSS chip errors in the preamble, observed at the
output of the demodulator of the receiver, and the experi-
enced packet delivery ratio. Figure 3 shows this correlation
for four experiments in different environments (cable, static
line-of-sight, static non-line-of-sight, and mobile). As we can

1The coherence time is the time duration for which the chan-
nel impulse response is considered to be stationary and is
approximately 1

4D
, where D is the Doppler spread.

0 0.5 1 1.5 2 2.5 3 3.5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

P
ac
ke
tD

el
iv
er
y
R
at
io

Chip Errors per Preamble Symbol

Cable
Line−of−sight
Non−line−of−sight
Mobile

Figure 3: Correlation between average chip errors
in the preamble and packet delivery ratio.
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Figure 4: Comparison of mean absolute estimation
error of the packet delivery ratio for a model that
relies on the average number of chip errors in the
preamble versus a model that relies on the RSS.

see, the average number of chip errors per preamble symbol
is highly correlated in the entire range of PDRs as indi-
cated by a Pearson correlation coefficient of −0.965.2 Note
that the average number of chip errors does not exceed 4 be-
cause the receiver we used makes hard decoding on preamble
symbols with this threshold. We varied the hard decoding
threshold for the preambles to values ranging from 1 to 6
in order to evaluate the effect on the distribution: while the
distribution gets shifted when changing this threshold, the
strong correlation still remains.

This correlation is well suited to predict the PDR, as
shown in Figure 4 for the case of mobile scenarios. The fig-
ure compares the mean absolute packet delivery estimation
error of our model that relies on the chip errors in the pream-
ble to a model based on the signal-to-noise ratio (SNR) [5].
Our chip error based model estimates the PDR using a re-
gression with a polynomial function gCER(p) that has a root
mean square (RMS) error below 3 % across all considered
environments. This regression function gCER(p) maps the
average number of chip errors per preamble symbol p to the
respective PDR. The polynomial function with the smallest
degree is of the form

gCER(p) = a0 p
5 + a1 p

4 + a2 p
3 + a3 p

2 + a4 p+ a5,

where a0 = 0.016, a1 = −0.33, a2 = 2.41, a3 = −7.26, a4 =
8.83, a5 = −3.24. Similarly, the SNR-based model estimates
the PDR also using a polynomial regression function, but
fitted to the empirical SNR–PDR distribution. Selecting

2Values close to 0 indicate a low correlation and values close
to ±1 represent a high linear dependence of two variables.
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Figure 5: Mean absolute estimation error of the
packet delivery for various PDRs and different num-
ber of preamble symbols in the model.

the polynomial function gSNR(SNR) as the one with RMS
error below 3 % across all considered environments, we have:

gSNR(SNR) = b0 SNR− b1,
where SNR is the signal-to-noise-ratio expressed in dB and
the coefficients are b0 = 0.12 and b1 = −1.7.

Using the above models, Figure 4 shows that the mean
absolute PDR estimation error is significantly lower for the
chip error based model across almost the entire range of de-
livery ratios (for PDR > 0.95, the absolute error is slightly
lower for the SNR-based model). Existing jamming detec-
tion schemes that rely on the RSS thus suffer inherently
from this estimation error. The fact that RSS-based models
of packet delivery are generally not very accurate in real-
world wireless networks has also been reported previously
in the literature [2, 13].

As we cannot control the reaction time τ of the adver-
sary, it is crucial that the proposed model of packet delivery
manages to estimate with as few preamble symbols as pos-
sible. Figure 5 evaluates the mean absolute estimation error
of the packet delivery versus a varying number of pream-
ble symbols used in the estimation. Preamble symbols can
be accumulated over multiple transmissions, i.e., they do no
have to be from the same packet, hence enabling a number
of preamble symbols larger than 8. As we can see, the error
quickly converges, hence providing a useful estimator even
for a model that accounts for just a few symbols.

4. JAMMING DETECTION
In this section, we describe our jamming detection scheme

using the packet delivery model of the previous section. The
basic idea is to continuously monitor the traffic over a link
and determine two metrics. The first metric is the observed
packet delivery ratio PDRo(t) at time t, which is calculated
by counting the ratio of correctly received packets over the
total number of transmitted packets in a sliding observation
window:

PDRo(t) =
# of correct packets in [t−W, t]

# of transmitted packets in [t−W, t]
To determine the number of correctly received packets the
receiver checks the FCS of all received packets and, if cor-
rect, increments a counter. Determining the total number of
transmitted packets at the receiver must take into account
that a reactive jammer might successfully jam all SFDs
of the transmitted packets, thus preventing any successful
packet synchronization at the receiver. The only reliable in-

Figure 6: Chip errors in the preamble symbols are
determined during the chip-to-symbol mapping of
the receiver.

formation source is therefore the preamble when the reactive
jammer has not yet started. The receiver counts the received
preamble symbols and increments its counter of transmit-
ted packets when at least one symbol 0 is detected within
a sliding time window of the size of the preamble. The ob-
served PDRo should be calculated over a time window that is
shorter than the channel coherence time but sufficiently long
to capture enough packets to derive a statistically relevant
average. In this work, we fix this window size to W = 100
ms, corresponding to roughly 100 data packets at the actual
transmit rate of the sender.

The second metric is an estimated PDR based on the
preamble chip errors. As shown in Figure 6, the IEEE
802.15.4 receiver demodulates the incoming signal and at-
tempts to map the demodulated 32-chip sequence to a known
symbol. When the receiver is not synchronized yet, it at-
tempts to map the incoming sequences to symbol 0. This
is done with hard-decision decoding, that is, the receiver
checks if the Hamming distance of the received chip se-
quence is smaller than a threshold value. This threshold
value (4 for our receiver) is usually significantly below the
mean Hamming distance of the symbols to prevent the re-
ceiver to synchronize on noise. To calculate a statistically
relevant chip error rate, the receiver averages the Hamming
distances of multiple preamble symbols. We point out again
that the calculated average is not constrained to include only
preamble symbols from a single packet. For example, when
a jammer is reacting very quickly and jams symbols at po-
sitions 2 to 8 in the preamble, the received chip sequences
2 to 8 are not accounted for the statistics because, due to
chip flipping, their Hamming distance becomes greater than
the hard decoding threshold and these symbols are hence
not interpreted as 0. Similarly, when the link conditions
are poor, a receiver might miss multiple symbols per pream-
ble. After receiving enough 0 symbols, the estimated PDR
is calculated as

PDRe = gCER

(∑|S|
j=1 h(Rj , C0)

|S|

)
,

where Rj is the jth received 32-bit chip sequence that has
been interpreted as a 0 with hard decoding, C0 is the chip se-
quence of symbol 0, h(·, ·) is the Hamming distance, S is the
set of received preamble symbols within a sliding window,
and gCER(·) is a function that models the empirical distri-
bution of the PDR versus chip errors per preamble symbol
as defined in Section 3. To assure that the set S is large
enough irrespectively of the channel quality and the jammer
reaction time, we do not determine PDRe based on a fixed
sliding time window but rather on a fixed set size. We have
set this size to |S| = 10 (i.e., 10 symbols 0) in our work
as it has proven to provide a reasonable tradeoff between
accuracy and reactivity of jamming detection.

We define a hypothesis test based on the relative difference



∆ between the expected and observed PDR:

∆ =
PDRe−PDRo

PDRe
.

Let us define the null hypothesis H0 and the alternative
hypothesis H1 as

H0 :”Normal transmission,”

H1 :”Jammed transmission.”

Then the test is as follows:

accept H1, if ∆ > ε,

stay with H0, if ∆ ≤ ε,
where ε represents a tolerance level which directly affects the
false positive and false negative detection rates. For small
tolerance level values ε, the jamming detection is more sen-
sitive, but at the price of higher false negative rates. For
higher values of ε, the false negative rates may be reduced,
but, in turn, at the price of higher false positive rates. To
determine a good value for ε, we perform a maximum like-
lihood estimation using our measurements as follows. Let
Λ(ε) be the sum of the false positive and false negative de-
tection rates for a given PDR:

Λ(ε) = P (H0 | jammer on) + P (H1 | jammer off).

Through exhaustive search using our measurements, we per-
form a maximum likelihood estimation that minimizes Λ(ε)
for any value of ε > 0 and PDR ∈ [0, 1]. The result is
that Λ(ε) is minimized when ε = 0.5 for all PDR ∈ [0, 1].
This agrees with the theoretical expectation that the error
threshold lies in the geometric center of the decision region.

5. EVALUATION
Our evaluation focuses on quantifying the detection per-

formance in terms of false positives and false negatives under
realistic wireless fading channel conditions. For this pur-
pose, we test our detection algorithm on software-defined
radios with real traffic over the air.

5.1 Evaluated Jammer
For the performance evaluation, we consider a reactive

jammer that jams all packets. We further study the robust-
ness of our approach under the condition that the jammer
does not succeed to jam all packets, but is still able to de-
stroy 90 % of the packets. Figure 7 shows the impact of
these two forms of reactive jamming on the correlation be-
tween the PDR and the chip errors in preamble symbols for
|S| = 10. The dark curve in the middle of the figure is the
regression curve gCER(·) derived previously. As expected, if
the transmission is not affected by the jammer, the points
are spread around this curve. If the jammer is active, the
position of these points changes and the strong correlation
between the observed PDR and chip error distribution fades
away. The points then coincide with the horizontal axis (for
the 100% reactive jammer) or are spread around this axis
(for the 90% reactive jammer). Another finding is that the
detection of reactive jammers that successfully jam 90 % of
the packets is more challenging as the PDR gets poorer,
because the Euclidean distance between the PDR in pres-
ence and absence of jamming is reduced. In the region with
higher number of chip errors per preamble symbol, this may
be erroneously interpreted as links with poor quality (e.g.,
where losses are caused by a low SNR).

Figure 7: Impact of jamming on the correlation be-
tween the PDR and the preamble chip errors. Above
we have the case of jamming all packets, below the
one of jamming 90 % of packets.

5.2 Detection Performance
The false positive and false negative rates are evaluated in

Figure 8. The jammer is configured in these experiments to
react and hit the SFD of transmitted packets. This jamming
strategy is of particular interest because packet synchroniza-
tion fails and existing detection mechanisms are not able to
cope with this type of reactive jamming. Both the false neg-
ative and positive error rates have probabilities below 5 %
for links ranging from perfect to a PDRe of 0.5. Below a
PDRe of 0.35, the reactive jammer causes false negatives
over 10 %, constantly increasing for worse links. The false
positives rate stays very small as well for good links and ex-
ceeds the error threshold of 10 % for PDRe below 0.35 and
then increases similarly for worse link qualities.

This general observation of increasing false positive and
false negative rates in poor link environments for the jam-
ming scenario is because PDRo and PDRe tend to overlap.
A PDRo obtained in poor link environments is more diffi-
cult to assign to either a jammed poor link quality situation
or an ordinary poor link quality state. However, it has to
be considered that the benefit in detecting jammers in poor
link qualities conditions is not that crucial because low qual-
ity links are generally not used by higher layer network and
application protocols. For good links with PDRe > 0.5, an
accurate jamming detection is more valuable. In this region,
we measure that the reactive jammer has a false negative er-
ror rate below 5 %.

6. RELATED WORK
To the best of our knowledge, this work is the first to

provide a jamming detection scheme that can cope with so-



Figure 8: Performance evaluation of reactive jam-
mer detection with respect to the false positive and
false negative rates.

phisticated reactive jamming attacks targeting packet syn-
chronization. Strasser et al. [14] propose a jamming detec-
tion scheme for sensor networks that enables a per-packet
detection of reactive (single-bit) jamming. The main idea is
to identify the cause of individual bit errors within a packet
by analyzing the RSS of each received bit in the packet. A
limitation of this approach is that it relies on a successful
packet synchronization. Thus it is not able to detect SFD
jamming attacks because decoded MPDU symbols are un-
available at the receiver due to the synchronization preven-
tion. A further challenge is to localize bit errors in a packet.
The authors propose to either use a priori knowledge of the
bit stream sent, the use of error detecting/correcting codes,
with drawbacks such as additional overhead and transmis-
sion costs, or to acquire the error position based on limited,
short-range sensor node wiring in the form of wired node
chains. Because our approach is not relying on error posi-
tions in a packet, it does not suffer from these restrictions.

Xu et al. [17] propose the usage of the PDR along with
either RSS or device location information as a consistency
check for proactive and reactive jamming detection. In the
first case, jamming is detected if the PDR is low although
the RSS is high. In the second case, the PDR is low although
the sender–receiver distance is small. Unlike our work, these
techniques are not able to detect reactive jamming that tar-
gets the physical layer header, or jammers that affect only
a few bits per packet.

Xuan et al. [18] describe a method to identify so-called
trigger nodes that are in the vicinity of reactive jammers
and thus trigger jamming. This information is subsequently
used to exclude such nodes and route around jammed areas.
The authors assume that the detection of jamming on a per-
packet level is feasible without error, such that the challenges
treated in this work are avoided.

Chiang and Hu [4] leverage the properties of orthogonal
spreading codes to achieve jamming detection and mitiga-
tion. In contrast to our work, their mode of operation is
CDMA and the codes are long and confidential such that
the attacker cannot interfere with all transmissions. We as-
sume DSSS systems with public (or compromised) codes.

Finally, Qin et al. [10] suggest that the chip error rate
might be a better channel quality indicator than signal power
based metrics, particularly in the presence of interference.
However they do not propose any estimator nor do they
evaluate the feasibility to estimate the PDR from chip error
measurements as we do in this work. CEPS [6] models the

PDR from chip errors in the payload of successfully received
packets. In contrast, we model the PDR from chip error
measurements in the synchronization phase at the pream-
ble and show that this information is already sufficient for
detecting reactive jamming.

7. CONCLUSION
We have proposed a novel approach to detect sophisti-

cated reactive jamming attacks that may target any part of
a packet transmission. Our approach is based on chip errors
of a few initial symbols during the synchronization phase of
a packet transmission in order to predict the link packet de-
livery, which makes it suitable to even detect jammers that
target the physical layer header of packets. Our experiments
under real-world channel conditions showed that it is possi-
ble to predict the packet delivery accurately using the chip
error rate derived from just a few preamble symbols. We
further showed that we can detect reactive jammers with a
false negative rate below 5 % for PDRs over 0.5.
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