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Abstract

Providing Quality of Service (QoS) to inelastic data transmissions in a cost-efficient, highly scalable,
and realistic fashion in IP networks remains a challenging research issue. In [14], a new approach for
a basic, domain-orientedgactive QoS systetrased on so-calledoad Control Gatewaykas been
proposed and experimentally evaluated. These load control gateways base their load/admission con-
trol decisions on observations of simple, binary marking algorithms executed at internal nodes, which
allows the gateways to infer knowledge about the load on each path to peer load control gateways.
The original load control system proposal utilizes rather simple, conservative admission control de-
cision criteria. In this paper, we focus on methods to improvetheission controtiecision by using
probability theoretical insights in order to better estimate the load situation of a bottleneck on a given
path. This is achieved by making assumptions on the probability distribution of the load state of the
nodes and analyzing the effect on the path marking probability. We show that even with benevolent
assumptions the exact calculation is mathematically intractable for a larger number of internal nodes
and develop a heuristic in the form of a Monte Carlo based algorithm. To illustrate the overall benefit
of our approach we give a number of numerical examples which provide a quantitative feeling on
how the admission control decision can be improved. Overall, we believe the result of this paper to
be an important enhancement of the admission control part of the original load control system which
allows to make better usage of resources while at the same time controlling statistically the guaran-
tees provided to inelastic transmissions.

Keywords: admission control, reactive resource allocation, ECN.
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1 Introduction

1.1 Motivation

The quest to enhance the Internet to offer more sophisticated services than best effort for more de-
manding applications, mainly in the area of multimedia, continues. Quality of Service (QoS) in the
Internet has become a chase to find the right mixture of complexity and functionality. Functionality
here means some kind of predictability on the behaviour of the data traffic. Extreme examples in this
area of conflict are best effort service, which has hardly any complexity and functionality, and Guar-
anteed Service [22], which achieves per flow predictability at the cost of a high state complexity. Two
of the key components of a QoS system are the admission control and the packet forwarding mecha-
nism. The latter is responsible for enabling service differentiation while the admission control is in-
evitable if absolute guarantees are to be made.

One road to admission control is the knowledge of the load of each node in the domain. But when the
number of nodes rises obtaining this exactly becomes a rather complex procedure. However, to obtain
knowledge on the load of a path is possible with significantly less complexity. How this information
can be obtained within a domain is shown in [14], where a new approach for a basic, domain-oriented,
reactive QoS systetrased on so-calledoad Control Gatewaybkas been proposed and experimen-

tally evaluated. In order to avoid scalability problems, the internal nodes (core routers) have to be
kept simple. Therefore, the intelligence, i.e., the admission control decision, is pushed to the edge
gateway. These load control gateways base their load/admission control decisions on observations of
simple, binary marking algorithms executed at internal nodes, which allows the gateways to infer
knowledge about the load on each path to peer load control gateways. The original load control sys-
tem proposal utilizes rather simple, conservative admission control decision criteria. That is the as-
sumption of the worst-case, i.e., that all marking actions stem from one node. As we will show later,
this is reasonable when the number of nodes is small, but becomes way to conservative when the
number of nodes increases. We propose a method to improeethission controtlecision by using
probability theoretical insights in order to better estimate the load situation of a bottleneck on a given

path.

1.2 System Model
In Figure 1, a model network is depicted. The edge gateways, internal nodes and traffic flows are de-
noted by E I; and T, respectively. A traffic flow enters the network at an ingress gateway, traverses

several internal nodes, and leaves through an egress gateway. Every gateway can act as an ingress ol



I:  Internal Node
E: Edge Gateway
T: Traffic Flow

E;: Ingress for |
E;: EgressforT
Es: Ingress for }
Es: Egressfor }

Figure 1: Topological system view
egress gateway; this solely depends upon the direction of the traffic. The internal nodes use simple

FIFO queueing and are ECN capable [20]. In contrast to using a queue-based marking scheme as,
e.g., RED, they mark packets according to their load (Load Based Marking [21]§ LEtO, 1] be
the load of noda. The mapping of load to ECN marks is determined by the marking function

u = f(s). An example is a linear marking function without offset, i.e., a node with barrks a

packet with probabilityy = s . This is depicted in Figure 1.

marking A
probability u
1

-
1IIoads

Figure 2: Marking function

In other words, if a node is loaded with, e.g., 0.7, it marks 70 % of all its packets. Even though the
marking function can be different in each node, we assume all marking functions to be linear.

For most of the paper, we assume every node to have a linear marking function without offset. As our
target is to ensure QoS within one domain, we can assume full control over every router and therefore

can choose the marking function.

1.3 Related Work

To our knowledge there exists no work on this particular problem, i.e., estimating the bottleneck load
from the knowledge of the path load. However, there obviously exists a vast amount of work on pro-
viding performance assurances to network traffic. Here we only give a brief overview on work that is
fundamental for our research. A more thorough discussion and its relevance to Load Control Gate-

ways is given in [14]. The related work can be classified into the following categories: Flow control



and active queue management (AQM), measurement-based admission control, distributed flow ad-
mission control and edge-base admission control.

Flow control and active queue management (AQM)The current control paradigm of the Internet

Is composed of flow control elements at end systems and active queue management schemes at rout-
ers. The goal of this distributed resource allocation system is to share available resources efficiently
and fairly. The current flow control concept is dominated by TCP’s congestion control algorithms and
its different flavours [1]. AQM is the notion of how to make decisions on discarding or marking
which packets under which conditions. The most prominent example of an AQM scheme is Random
Early Discard (RED) [7], which uses an exponential weighted moving average of the queue size and
a piecewise-linear probability function over this average queue size to determine the discarding or
marking probability for a packet. Most AQM schemes base their decisions on a queue threshold
which needs to be exceeded for packets to be discarded or marked (often randomly). The only AQM
scheme known to us which provides direct load-based feedback is Load-Based Marking (LBM) [21]
by calculating marking probabilities from the measured link load. A drawback of LBM, however, is
that it is theoretically restricted to a single resource. All schemes use feedback and reaction as the
main mechanism to fairly distribute resources in transient times of overload. Note that all of these
schemes assume elastic traffic (with concave utility curves) such that no a-priori flow admission con-
trol is required. The other way round, there also is no way of carrying out reliable admission control
as it would be desirable for inelastic traffic. In contrast, our work while similar to the above research
focuses on admission control for inelastic traffic, which is an inherently different problem. Neverthe-
less, the admission control system described here is based on the same or very similar AQM mecha-
nisms, which is considered an advantage over QoS systems requiring a completely different set of
mechanisms.

Measurement-based admission controlin general, admission control schemes can be distin-
guished by how the admission decision is made:

» based on worst-case assumptions and resulting in deterministic guarantees,
» based on statistically relaxed assumptions and resulting in statistically controlled guarantees, or
» based on statistical measurements of flow behaviour and resulting in empirical guarantees.

The last approach is the one most related to our work and is commonly called measurement-based ad-
mission control. There has been a large amount of research on measurement-based admission control

schemes. Different measurement-based admission control algorithms are ([5], [8], [10], [12]). In [3]



an extensive comparison of measurement-based admission control schemes results in the conclusion
that all schemes perform fairly similar with respect to the utilization they yield.

While our work is similar to measurement-based admission control by taking into account past sys-
tem behaviour, the admission decision here is based on indirect observations rather than direct meas-
urements. Furthermore, in contrast to traditional approaches for measurement-based admission
control, it is not a local decision for a single link but an admission decision for a whole path through

a subnet including multiplexing with other paths and corresponding cross traffic effects — a much
harder problem.

Distributed flow admission control: A further criterion to distinguish different admission control
schemes is given by the location where the admission control decision is made: at each forwarding
node, at edge nodes between domains, at a centralized server, or at the endpoints of communication.
Traditionally, admission control is performed at each node and only if all nodes accept a request, itis
granted by the network. More recent admission control schemes do not require to involve all nodes
on a path. Distributed flow admission control algorithms are given in ([2], [4], [6], [11],[13], [15],

[18], [16], [17], [19]).

Edge-based admission controlOur architectural choice is for edge-based admission control, i.e.,

we assume independent domains providing QoS for elastic and in particular inelastic traffic flows by
using admission control gateways located at the edges of these domains. We are not the first to follow
this architectural paradigm, yet the different proposals (including ours) differ very much in their de-
tails and in the way they are analysed, whether being based on theoretical, experimental or just con-

ceptual considerations. Examples are [9] and [23].

1.4 Outline

This paper is organized as follows. In section 2 we introduce our method. Then, in section 3, we an-
alytically discuss a network with two nodes. In section 4 we show thallthede case is mathemat-
ically not tractable. We then develop a Monte Carlo Algorithm to analyze more nodes and present

numerical examples in section 5. Finally, we conclude and point out future work.

2 On the Relationship between Bottleneck Node Load and Path Marking Probability

The egress gateway knows the number of hops from each connected ingress gateway. Further, it can
easily determine the number of packets arriving marked, from which the path marking probability,
which is denoted bi; can be estimated. All this information is sent to the ingress gateway in so-called

load report, where the admission control takes place. For details on how a suitable protocol could be



designed to transfer this information from egress to ingress see [14]. There it is also shown that the
implementation allows for independent markings, which is crucial for the following equation. The re-
lationship between the path marking probabilignd the single node marking probabilityon a path

consisting ofN nodes is given by

| = 1—|-|;“:1(1-uj) 1)

The objective of our work presented in this paper is to make a statistical statensgiwbanl is giv-

en. More precisely, we want to calculate the probability

P{(0,s>s)|(I, <l <)} @)
wherely, |, are the lower and upper bound of the interval, respectively, for the mealsured we

look for the probability, that one node has exceeded a certain load threshold under the condition that
| was measured within a given interval. The reason for using an interval is that the measureiment of
is subject to a statistical uncertainty. The exact size of the interval is controlled by the confidence into

the measurement but shall not further be discussed here. Sinse the can be obtained from by in-
verting the marking function, it is sufficient to calculate,

P(X) = P{(4, u>u)|(Iy<I<ly)}. 3
When the linear marking function without offset is used, Egs. (2) and (3) are equivalent.

3 The Two Node Case

Consider the excerpt of a network shown in Figure 3.8 denote the load control/edge gateways
and |, I, internal nodes. Let a flow exist between &d E via |, and b. Additionally, I, and |, are

loaded by arbitrary cross-traffic, which is indicated by the dashed line.

\
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Figure 3: Two node excerpt

With N = 2 Eq. (1) yields

| =1-(1-u))(1-u,) = u; +u,—u,u, 4)



Rearranged and,, u, replaced byy, xfor simpler notation and clearer appearance, Eq. (4) becomes

_ 1-1 _ I—=x
y(lx) = 1-7= = 7= ©)
which is plotted in Figure 4 a).

Figure 4: The two node case

The lower and upper curve denotgd,, X) ard,, x) , respectivelgenotes the area enclosed

by the two curves. The numerical subscript 2 indicates that we are dealing with two Aggdeésthe

area enclosed by the two curves above the desired threghéld,is the area between the two curves

with the constraint thak>u, angi>u, . Complementaty,,is the area between the two curves

with the constraint thak < u, ang<u, . The point of intersection is denote@by (u,, u;) . We
assume the load states of the single nodes to be uniformly distributed.This might be considered a con-

troversial assumption, however we believe it can be enforced by choosing an appropriate topology



and routing mechanism. Itis the best assumption if there is no further knowledge of the topology, giv-
en that the network is designed such that no a priori bottlenecks or hot spots are intentionally created
The probability that one node is loaded beyepdnder the condition thats in the specified interval

Is then given by

A
P{(u >u)|(ly<I<ly)} = AZ’“- (6)
2
The probabilityP(X) from Eq. (3) can therefore be given directly by
2A, ,—A
P(X)z = P{(T,u>w)|(l <1 <l)} = =222, ™
2
or, by the complement,
A
P(X); = 1-—2" (8)

A
Which one is bzetter suitable for computation depends on wikelies with respect to the curves
y(l;, x) andy(l,, x) . Before we traverse the different cases we give the equations for each area men-
tioned in Egs. (7) and (8).
The denominator always is

P

Iy
[, —X [, —X
Al 1) = J'lz_xdx—Ill_xdx. 9)

0 0
which can be given in a closed form as

Ax(l,15) = (=1 )In(1—15) = (1=1)In(1=1;) + (I, 1)

(10)

Foru, <I; (any other assumption would only be of theoretical nature)

X2 Y2
A, (1, 15, uy) :J'J'dxdy, where (11)

X1 Y1
where

Cney _lmue li-xg., _l2—=x
This can also be given in closed form, which is
-1 -1

Ao lly o) = (-1 (=120 (1,-1) )



We define

Ibf(x)dx =0

fora>Db
Ay gandA, are given by, respectively,

X2 Y2

A, gl 1) = I dxdy (13)
X1 Y1
where
_ I —ut_ I, =X _la—x
Xl = Ut y X2 l maXEJt, 1 XD! l—X
and
X2 Y2
Ay ol 15 u) = I dxdy (14)
X1 Y1
where
=y Il—x I 2= X[
X =g X = Y= o » = mingy, 7—75

Due to the min and max operatd¥, ,andA, qgenerally can not be given in closed form and their
calculation becomes intractable. For the two node case it certainly is possible, but since our goal is to
analyze networks for much larger path lengths, say on the order of 10 internal nodes, the complexity
IS not acceptable. However, as indicated above, carefully selecting between Egs. (7) and (8) for dif-
ferent cases makes the computation tractable (for the two-node case). First we consider the trivial
case wher€) lies belowy(l, x) , i.e

t 1—Ut.

ThenA, . = 0 and Eq. (8) yields

P'(X), = 1. (15)
The superscript denotes the case number. Next we consider the caseQiesrdetweeny(l,, x)
andy(l,, x) ,i.e

1-1, 1-1,
1- <u <l-

10



This is the case depicted in Figure 4 a).

Here also Eq. (8) is best suited as the min-operator drops out and Eqs. (14) yields

1-u )2
Azl o) = (L=u)*=(1-1)| 1+ 'n%(—l-:ﬁg] (16)
Therefore,
1— 2
(1=u)’ = (11 1+ L= 0
P'(X), = 1 R
? (1-13)In(1-13) = (1=1p)In(1-1,) + (I,-1y)
17)
The last case is whe€glies abovey(l,, x) , i.e.,
U1 1-1,
t 1-u,
This case is depicted in Figure 4 b).
Here Eq. (7) is viable, a&, 4 = 0
it =g it—hp 0
P (X) zgl_b)m&‘“tm_(l_ll)lnEil—utD+(lz_ll)D
= 203 0
2 O(1=1)In(1-15) = (1-1)In(1-1,) +(I,=1,) O
O O
(18)

If the load state of the single nodes is not uniformly distributed, but given by a general density
function f,(x) then instead of areas, volumes under the density function have to be calculated, i.e.,
all integrals in the form

X2 Y2

A :J' dxdy

X1 Y1

become
X2 Y2

A= J'J'f J(%, y)dxdy

X1 Y1

4 TheN Node Case

As the analysis of the two node case already indicated\ thede case becomes quickly intractable,
even if uniform distribution of the load states is assumed. In this section we discuss the limitations of
the analytical computation and then point out a heuristic. We first consider the three node case. Anal-

ogous to the two node case, the marking probability is given by

11



u, -

Figure 5: The 3 node case

= 1-(1-u)(1-uy)(1-U,) (19)
which by rearranging yields
B 11
(1-up)(1-uy)
A plot of Eq. (19) withl = 0.8 is shown in Figure 5.

us(l,u,uy) =1

Asis then, analogous to Eq. (9)

X2 Y2 2, X4 Ya 24
Ayl 1) = J’ J’ du, du,dus — J‘ J‘ du, du,dus, (20)
X1 Y12y X3Y3 23

where
X1 =Y,=2=0;

v 2y = 1-—
1-u, (1-u)(1-uy)

X =1y, y,= 1~
and

X3=Y3=23=0;
1-1, B 1-1,

TR G T iy
For theN node case, the marking probability is according to Eq. (1)

| = 1—|-|J.N=1(1—uj)
Solving foruy yields

11

Up (1, Uy, Upy oo Uy_y) = 1o ——
-1 (1-u)

(21)

12
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_>
calculate |
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L <l<l,
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0, u; > u,
false true
incrementcond incrementcond
L incrementhits |-

Figure 6: Monte Carlo algorithm flow chart

Following the pattern of Eq (20), we find that calculating Eq (3) forkheode case requires to solve
an integral in the form

019 On
1-1

Ay = II...Idulduz...duN , whereg; = 1 - ——— (22)

00 0 Hj:l(l_uj)
To our knowledge this is analytically impossible. Arbitrary probability density functions certainly do
not make it easier. Therefore, we continue with a heuristic in form of a Monte Carlo based algorithm,
which has no problem of accommodating whatever kind of density function on the load states of in-
ternal nodes. The flow chart of our algorithm is shown in Figure 6.
At first, a vector ofN random numbers is created. Each number represents the marking probability of
a node. E.g., for the linear marking function without offset, each number is uniformly distributed be-
tween 0 and 1. Thehi.e., the marking probability of a packet that takes a path with the loads accord-
ing to the random vector, is calculated with Eq. (1). i§ outside the intervdll,,1,] a new random
vector is created. If the condition holds then it is checked whether at least one of the nodes is loaded

beyond the desired threshold. In the variatdadthe number of events in which the condition holds

13



is counted, while the variablgts takes account of the number of events in which the threshold is ex-
ceeded.

Our Monte Carlo algorithm can be verified by comparing it to the analytical results of the two node
case in section 3. The difference between the analytical and Monte Carlo result for the probability
P(X) from Eq. (3) was less 0.02 for various settings and repetitions where each experiment was run
with 5 x 10° iterations.

Of course this algorithm has a complexity which makes real-time calculations in load control gate-
ways impossible. But they are not necessary, as it is possible to a priori compute a comprehensive
look-up table. This look-up table has three dimensions: The number of nodes on the path, the interval

of the measured path marking probability, as well as the desired bottleneck node load.

5 Numerical Examples

In this section, we give results obtained with the Monte Carlo algorithm. As motivated before, we as-
sume uniform distribution of load states throughout this section. Note that it is not necessary for the
distribution of load states to be exactly uniform, but the actual distribution has to be such that it causes
less conservative admission control decisions than the uniform distribution. First we use the linear
marking function without offset. We considered the cases with 2 through 7 nodes abe =01 it-
erations each. This should cover the space of possibilities sufficiently, whidh is for 7 nodes and
a discretization of 0.01. As it can be seen in the algorithm, only the number of iterations in which the
condition holds, as well as the number of hits is statistically relevant. These numbers decline quickly
as the number of nodes rises. E.g., wie®9<1<0.91 , the condition holds 4094 times and out of
those 2 timeau, >0.85 . Therefore, whethgx 10° iterations are sufficient to obtain statistically
sound results is subject to future work. Nevertheless the tendencies when tuning the parameters are
clearly visible.

In Figures 7, 8 and ®(X) vs. the number of nodes is plotted. The threshold is increased in steps
of 0.5. Theranges af, and,,|1,] are chosen according to the desired utilization network providers
target.

Comparing these results with the original method from [14], we find a significant improvement.

E.g., when the targeted path marking probability is 0.95 (Figure 9), the probability that the bottleneck
is loaded 0.85 is less than 0.1. This means that, unlike in the original method, a considerable amount
of additional traffic can be admitted safely.

In Figure 10, we show ho®(X) behaves i is held constant ang is varied.

14
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Figure 9: Bottleneck estimate - | approx. 0.95
Finally, we show in Figure 11 an example with a different marking function. We use now

ks
u= ek_l. (23)
e _1

Note that the loads of the nodes remain uniformly distributed.

15
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Figure 11: Bottleneck estimate - | approx. 0.975
The constank we arbitrary set to 5. Using such a marking function yields better results when the

number of nodes increases and the intervals get closer to 1.
This implies that the appropriate marking function depends on the number nodes and the interval.

This is subject to further research.

6 Conclusion

We have devised a method to estimate the load of the bottleneck node in a domain guarded by load
control gateways. Based on the knowledge of the path marking probability efficient admission con-
trol decisions for inelastic traffic streams can be achieved. We showed that the exact calculation is
mathematically intractable and thus developed a Monte Carlo based algorithm to solve the problem.
By numerical examples we have shown it to constitute a significant improvement of the original ad-
mission control method.

There are several pointers for future work. The assumption on the probability distribution of load

states to be uniform, has to be further verified. This could be done experimentally. Of course, it may

16



also be the case that such investigations yield other probability distribution functions. Furthermore,
some statistical issues remain open, such as the appropriate size of the interval and the goodness of
the Monte Carlo algorithm. Also marking functions are an interesting area of further research. An in-
teresting observation is that the appropriate marking function seems to depend on the number of
nodes and the interval.

To attempt to utilize the sequence of the marked packets, i.e., treat an 101010 sequence, where 0 and
1 denote an unmarked and marked packet, respectively, differently than a 111000 sequence, is a long

shot. Last but not least, the performance of the method is to be verified in an actual implementation.
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