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Abstract

Supportingheterogeneouseceiversn a multicastgroupis
of particularimportancen large internetworksas,e.g.,the
Internetdue to the large diversity of end-systenand net-
work accesscapabilities. Furthermore,it is the nature of
large-scalénternetworksvhichmakesiomogeneouQual-
ity of Service(QoS)supportunrealisticat leastfor themid-
dle-termfuture. Therefore weinvestigaten this paperthe
implicationsof differing multicastmodelsn heterogeneous
QoSnetworks.In particular, we approachthe probleman
edgedevicesfaceswhen mappinga heterogeneouQoS
multicastfrom an overlaid QoSsystenonto a systenpro-
viding only a homogeneouQoSmulticast. Thegenericso-
lution techniquewe proposefor this problemis called
foresting.Theideaof forestingis to supporta heterogene-
ous multicastby a forestof homogeneoumulticasttrees.
We developdifferent foresting algorithms and compare
them by extensive simulations.

1 Introduction

Takinginto accountmulticastfor network QoS systems
is consideredrery importantbecausenanydistributedap-
plicationsthat require QoS from the underlying network
alsorequiregroupcommunicatiormechanismsn particu-
lar,manymultimediaapplicationdike, e.g. large-scaleid-
eo-conferencing, computer-supported collaborative
working (CSCW), or distributedmulti-player gameshave
fairly stringentQoSrequirement®ntheonehandandneed
efficient network supportfor multicasttransmissionspn
the other hand.

1.1 Heterogeneous QoS Multicast

Thesupportof heterogeneou®oSrequestsvithin asin-
gle multicast group can, combined with heterogeneous
transmissioffacilities,beveryusefulto give variousreceiv-
ers(e.g.,in multimediaapplicationscenariosexactly the
presentatiomuality theydesireandwhich theyandthe net-
work resourcesowardsthe senderareableto handle.Such
transmissionslemandhatthe datato be forwardedcanbe
somehowdistinguishedothat,e.g. thebasenformationof

a hierarchicallycodedvideo is forwardedto all receivers
while enhancement layers are only forwarded selectively.

1.2 Heter ogeneous QoS Networ ks

Heterogeneityith regardto networkQoSseemsnevi-
tablein large-scalenternetworksas,e.g.,theInternet.As a
consequencedgedevicesbetweendifferent network QoS
systemsare requiredto mediatebetweenthe differen fea-
turesandcapabilitiesof thesen this paperwe investigate
atechniquethatcanbe appliedat edgedevicesif different
multicast models are used in network QoS systems.

1.3 The Foresting Technique

If a QoSsystemthatsupportsahomogeneou®oSmul-
ticastmodelis overlaidonto a QoS systemthat supportsa
heterogeneou®oS multicastmodel,thereis obviouslyno
problem.However,if a heterogeneou®oSmulticastmust
beoverlaidonasystenthatsolelysupportsahomogeneous
QoS multicastmodel, then thereis an obvious mismatch
that must be mediatedby edgedevicesbetweenthe QoS
systems.The techniquethat is proposedio deal with this
problemis calledforesting Theideaof forestingis to build
aheterogeneousulticasttreefrom acollectionof homoge-
neoudnulticasttreesIn contrasto anactualheterogeneous
QoSmulticastforestinginvolvesdataduplicationfor links
thataresharedbetweemmulticasttreeswithin the QoSsys-
temsupportingghomogeneou®oSmulticastmodel.In or-
derto easethe discussion®n the forestingtechniqueswe
furtheron call homogeneousmulticasttreeshomMCT Fur-
thermorewe distinguishthesendingandthereceivingedge
devicedor amulticasttransmissiormssubnet-sendeend-
receivers or, simply as sender and receiver.

1.3.1 Application of Foresting
Thereareseveralscenariosvhereforestingasa generic
technique is applicable.
RSVP/IntServ over ATM Thisis probablythemostprom-
inentinstanceof aheterogeneou®oSsystemwhereforest-
ing is applicable.The problemis to find a collection of
point-to-multipoint VCs from which the heterogeneous
RSVPmulticasttree(thepartwhichisin theATM network)
is being constructed.



RSVP/IntServ over DiffServ Since the philosophy of
DiffServ is to keepcorerouterssimpleit conflictswith het-
erogeneougfransmissiorastheserequirevery complexfil-
tering functionality in routers. Therefore,it is likely to
expecta DiffServ-basedsystemnot to supporta heteroge-
neousQoSmulticastmodel.However thismeanghatahet-
erogeneousQoS system where an RSVP/IntServ- is
overlaidon a DiffServ-basedsystemrequiresthe applica-
tion of foresting.

Hierarchical RSVP/IntServ A backbone provider may
chooseto disallow heterogeneoureservationslespiteus-
ing RSVP/IntSenasits QoSarchitecturelueto missingfil-
tering functionality in its high-speedrouters. RSVP/
IntServ-basedccesgprovidersconnectedo the backbone
providermay leavethe heterogeneouQoSfeaturesurned
onin their networkssincetheir routersmight be operating
at a throughputthat still allows for filtering to take place.
Again,attheedgedevicedbetweertheaccesandbackbone
providers, foresting techniques can bridge this gap.

1.4 Outline

In the next section,we presentexisting approacheso
forestingfor oneparticularinstanceof thegeneraproblem:
RSVP/IntSenover ATM. In Section3, the forestingprob-
lemis givenamoredetailedinvestigationparticularlywith
regardto its inherentcomplexity.Different forestingstrate-
giesarethen presentecand motivatedby somenumerical
examplesn Sectiond. However,in orderto obtaina better
understandingf the performanceof foresting heuristics,
we alsoperformlarge-scalsimulationgn Section5, before
we thendiscusssomerelatedwork in Section6 anddraw
some conclusions in Secti@n

2 Existing Approachesfor RSVP over ATM

One instanceof the heterogeneousver homogeneous
multicastproblemis for RSVP/IntServover ATM andas
suchit hasbeentakenup by theISSLL (IntegratedServices
overSpecificLink Layers)working groupwithin the IETF.
In particular,the following basicmodelsto supporthetero-
geneouRSVP/IntSerweservation®veran ATM subnet-
work have been proposed in [1]:

Full Heterogeneous M odel In thefull heterogeneousod-
el, point-to-multipointVCs are providedfor all requested
QoS levels plus an additional point-to-multipoint VC for
besteffort receiversThis leadsto a completepreservation
of the heterogeneitysemanticsof RSVP but can become
very expensiven termsof resourcaisagesincealot of data
duplication takes place.

Homogeneous Model In the homogeneousnodel solely
onepoint-to-multipointQoSVC is providedfor all receiv-
ersincluding the best-effortreceiversThe QoS VC is di-
mensionedvith the maximumQoS being requestedThis
modelis very simpleto implementandsavesVC spacen

comparisorto thefull heterogeneousiodelbut maywaste
alot of bandwidthif theresourceequestareverydifferent.
Another,quitedifferentarchitecturdor mappingRSVP/
IntServ onto ATM is proposed in [2]:
Quantized Heterogeneous Model This model supportsa
limited numberof QoS levels, including the best-effort
class,for eachRSVP multicast session.Each QoS level
mapsinto onepoint-to-multipointVC. While this proposal
is animprovemenbverthevery rigid modelsproposedy
ISSLL, it saysnothingabouthow to allocatethe supported
QoSlevelsfor anRSVP multicastsessionThatmeangshe
concrete foresting strategy is left open to an edge device.

3 The Foresting Problem

In this section,we wantto look attheinherentcomplex-
ity of forestingby first taking a staticview on the problem
andthenbriefly discussingheimplicationsfor thedynamic
problem as it has to be faced.

3.1 Static View

In the staticcase,it is assumedhatall subnet-receivers
andtheir requestsaireknown beforehandAssumewe have
N differentresourceequesimessagearrivingataningress
edgedevice.Supposehe receiverscan be orderedby the
size of their QoS requestqif that is reasonablypossible,
e.g.,by regardingonly their bandwidthrequirementsand
denotethemfromrq to ry, i.e., ry is the highestandry the
lowestrequest.That meansif we define q(r;) as QoSre-
questedy receiverr;, thenit applieshati,j with i <j: q(r;)
>q(r;). CallRthesetof all subnet-receiver® ={ry,...,rn}
and let

f(Sq) =cost for a homMCT with Qo§ from the

subnet-sender to &l S
c(9 = (S q(rmip) for SO R, with min being
the minimum inde of allr; O S.

Thatmeans(S) representshecostto setupahomMCT
for a given setof subnet-receiversith differing QoSre-
quirements,where the homMCT is dimensionedfor the
maximumQoSrequestwhichis representetly theelement
with the minimum index in the set of subnet-receivers).

Callp={Ry,...Ry} apartitionof R, if R;00...0R,=Rand
0ij: R n Ry=0. Thus, the foresting problem is:

Find p of R such thaé ¢(R) IS minimized.
i=1

Such a partition is called a cost-optimal partitip?t
Note that p = {R} is the homogeneousnodel whereas
p={{ri},.... {rn}} is the full heterogeneousnodel from
Section2. To assesfow difficult theforestingproblemis,
consider the size of the partition spa8gN):

[{\Flﬁ\]_l ‘
IS(N)] = @gom K HSp(N—k-1)| ifN>1
o 1 iftN=01



This recursiveformulacanbe explainedby the observa-
tion thatall partitionscanbe viewedashavingr, anda k-
elementarysubsetof the remaining(N-1) receiversasone
homMCT andfor the remaininghomMCTsof the (N-k-1)
receiverswe have|S:(N-k-1)| alternativegper definition).
Some example values &[N)| are given in Table 1.

n |2[3lals]6] 7] 8] o | 10 15

ISp(N)||2|5[15|52|203|877|4140/21147/ 1159735 1.38x10

Table 1: Gravth of the partition space.

It is obviousthatfor a high numberof differentreserva-
tion requeststhe partition spacebecomedoo largeto be
searchedexhaustively while for smaller numbers, this
shouldstill be possible Keepin mindthatN is the number
of differentreservatiorrequestswvhich shouldbe bounded
by the numberof scalinglevelsthe datatransmissiorsys-
tem is able to support.

3.2 Dynamic View

In the dynamic case,which is the actual problem,we
needto investigateforestingstrategiesvhenthe setof dif-
ferentreceiversis changingin time, i.e., insteadof R, we
now haveR' with discretetime stepst = 0,1,2,...Thusye
canview thesearcHor the cost-optimabartitionsof R asa
seriesof static caseforesting problemswhich, however,
have a certain relationship.

4 Heuristicsfor Foresting

As we have illustrated in the precedingsection, the
forestingproblemrepresents difficult problem,therefore
we directly choseto look for heuristictechniquesto ap-
proachit, since computationallyintensivealgorithmsare
prohibitive asforestingdecisiondie on the control pathof
network QoS systems.

Here, we distinguishbetweenstatic and dynamic algo-
rithms. Staticalgorithmsonly look at the problemat a cer-
tain point in time and compute a certain partition
independentf thecurrentpartition. Hence theyneedto be
repeatedwheneverthe set of receiverschangesin some
way.Dynamicalgorithmsconsidetthecurrentpartitionand

try to evolve it in a way such that “good” partitions result.

4.1 Static Heuristics

4.1.1 Simple Static Heuristic

A greedyalgorithmthatoperate®n the sub-spacef or-
deredpartitionsis givenin Figure 1. With link bandwidth
consumptiorof asetof receiversywe meanthesumof band-
width consumptiongerlink for thehomMCTwhichwould
bebuilt from theingressedgedeviceto thesubnet-receivers
while therestof the notationis analogougo the definitions
in Section3 (with V andHasauxiliary setsof subnet-receiv-
ers and brackets instead of subscripts).

k=j=1;,V=R;

WHILE (V NOT empty) DO /ffor all receivers

R[K] = r{i]; /I start new homMCT
V=V -]
L' = INFINITY;

WHILE (V NOT empty) AND (L < L") DO
i+t
H = union(R[K], r[i]);
L = link bandwidth consumption of H;
L’= link bandwidth consumption of R[k] +
link bandwidth consumption of {r[jJ};

IF(L<=L"

R[K] = H; // adding successful

V =V - {min V}
ELSE

j--; /I start new partition

k++;

Figure 1: Greedy algorithm.

The heuristicthatis essentiallyappliedby thatgreedyal-
gorithmis to grouptogetheradjacentequestsywhereadja-
cency is defined with respectto topology and resource
requirementgnotethatit is assumedhatthe receiversare
orderedasdescribedn Section3). Thisis dueto the obser-
vationthatit makedittle senseao havevery different(with
respectto their reservationsyeceiversin the samehom-
MCT if they are far apartfrom eachother becausehat
would wastea lot of bandwidthfor the partof thehomMCT
thatis uniqueto areceiverwith low resourcaequirements.
Obviously,the complexityof the greedyalgorithmis O(N)
sincefor everyreceiverthereis onedecisionin which sub-
partitionto placeit. Thisis, of courseaverylow complex-
ity comparedo thestatecomplexityof theproblemasit has
been presented in Secti8n

4.1.2 Numerical Example

To showwhatresultscanbeachievedwith thissimpleal-
gorithm, considerthe examplenetworkin Figure 2 which
representamodelof thetopologyof theNSFNet(National
Scienceé~oundatiorNetwork) backboneasof 1995[3]. Let
ussupposehatthefollowing reservationviavebeenissued
by the subnet-receiversfl] =10 Mb/s, r[2] =8 Mb/s,
r[3] =4.5Mb/s,r[4] =3 Mb/sandr[5] =2 Mb/s.Applying

the algorithm to the example network gives the partition:
h{r3]

GA={{r[1] .12 4] }r5] 3, with L(GA)=118

Figure 2: NSF backbone as example network.



asthesumof link bandwidthconsumptiorof thethreehom-
MCTs (using classicalminimum spanningtreesfor the
computatiorof the homMCTsasan examplerouting strat-
egy). Comparethis to the full heterogeneousiodelfrom,
FH={r[1] ,...7[5] }, with L(FH)=129, or to the homo-
geneousnodel, H={{ r[1] ,...y[5] }}, with L(H)=170.So,
GA savesabout30% link bandwidthinsidethe underlying
QoSsystenrelativeto H. Actually (asa total enumeration
shows),GA is the optimal partition (with respectto link
bandwidth consumption).

The greedyalgorithm, of course,doesnot guaranteean
optimalsolution.Considerfor examplethatr[3] =5Mb/s
and everythingelseunchangedThen the algorithm gives
GA={{r1] 121 3] },r4] 5] } with L(GA)=130
but the optimal partitionO={{ r[1] r[2] }, {r[3] .[4] },
r[5] } hasL(0)=122(notethatL(FH)=132andL(H)=173
for this configuration).

4.1.3 Improved Static Heuristic

While for the examplesabove,only orderedpartitions
wereoptimal,it shouldbe notedthatthis is not necessarily
the caseasthe simpleexamplein Figure3 shows.Suppose
thatr[1] =9Mb/s,r[2] =5.5Mb/sandr[3] =3Mb/s.Then
thegreedyalgorithmgivesGA={{ r[1] },{r2] }.{r3] }}
with L(GA)=64.5 whereas the optimal partition is
O={{r1] 3] }{r2] }} with L(O)=61.5(L(FH=GA) =
64.5,L(H)=63).Thispathologyof thesimplestaticheuristic
is dueto nottakinginto accountherelativetopologicalpo-
sition of the subnet-receivers.

Figure 3: Example of an unordered optimal parti

An improvemenbf the simpleheuristicis basedon sort-
ing thesubnet-receivensotonly accordingo theirresource
requirementdut alsowith respecto the distancebetween
them.Thealgorithmin Figure4 generatesuchanordering
of requestsin thisalgorithm, r[il.B denoteghecapacity

sorted = FALSE;
WHILE NOT sorted
sorted = TRUE;
FORi=1TON-2
IF (H(r[i],r[i+2])*(r[i].B - r[i+1].B) >
H(r[i],r[i+2])*(r[i].B - r[i+2].B)
exchange r[i+1] and r[i+2];
sorted = FALSE

Figure 4: Distance-oriented sorting algorithm.

requestedby subnet-receiver[il and H(r[i] , r[j] )
denotesthe numberof links that are sharedbetweenthe
shortestpath from subnet-sendeto receiverr[ii and

] . It is assumedagainthat the receiversare initially

sortedby theirresourceequestsifter thesortingof receiv-
ersis donein this fashion,the simple greedyalgorithmis

appliedagainto do the partitioning of receiversnto hom-
MCTs. Applying this improvedalgorithmto the example
given above now results in the partition
DGA={{r[1] 2] }, 3] }. DGAisequalto O, andthus
alsoachieved (DGA)=61.5.For the examplegivenin Fig-

ure 2, the distance-orientedreedyalgorithmresultsin the
samepartition asthe simpleversion,which meanghatthe
distance-orientedhalgorithm cannot guaranteeoptimality,

either.Thecomplexityof thedistance-orientedreedyalgo-
rithm is O(N?) sincethe computatiorof the shortesipaths
(e.g.,usingDijkstra’s algorithm)andthe sortingalgorithm
areO(N?) operations whereas the partitioningdiéN).

4.2 Dynamic Heuristic

A disadvantagef applying the static heuristicsinde-
pendentlyto the seriesof staticcaseproblemsis thatrela-
tionshipsbetweensuccessivartitionsare not takeninto
account.This might leadto alargenumberof membership
changedor receiversTo remedythis problemthedynamic
heuristicgivenin Figure5 follows therationaleto searctfor
a partitionin the “neighborhood”of the existing partition.

let rnew be a new a receiver;
k=n+1;
M = {rnew}
Lmin = link bandwidth consumption of M;
FOR i=1TO n DO //for all existing homMCTs
H = union(R[i], rnew);
Linc = link bandwidth consumption of H -
link bandwidth consumption of R{[i];
IF (Linc <= Lmin) // cheaper join found
k=i
M =H,;
Lmin = Linc;
RIK = M;

Figure 5: Centralized dynamic heuristic algorithm.

Thedynamicalgorithmtriesto incrementallyadda newre-
ceiverto oneof the existinghomMCTsor to setup a new
homMCTif thisis “cheaper'with respecto link bandwidth
consumptionThe resultsof the dynamicheuristicare de-
pendenbntheorderin whichreceiveramaketheirreserva-
tions. Considerthe examplenetwork in Figure 2 again.
Suppose the receivers issue their requests (as in
Section4.1.2with r[3]=5 Mb/s) in descendingrderof ca-
pacity demandsThe resulting partition is the one that is
alsogeneratedy the static greedyalgorithm However,if
thereceiversaareassumedo issuetheirreservationgn order
of ascendingcapacity,the resulting partition is becomes
D={r[1] {r[2] s3] 4] },r[5] }with L(D)=124.
While this is notthe optimal partition (L(O)=122),it is bet-
terthanthepartitioncalculatedy thestaticgreedyheuristic
(L(GA=130).
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Figure 6: Bandwidth savings relative to homogeneous model.

5 Simulations

While in the precedingsectionsseveralforestingalgo-
rithms havebeenpresentedndsomeillustrative examples
havebeenusedto give anintuition of how thesemight per-
form, we now presentnorethoroughresultsfrom extensive
simulations of the foresting problem.

5.1 Simulations Setup

All of the simulationexperimentsare basedon topolo-
giesproducedy Waxman[4] andTIERS[5] topologygen-
erators. For both methodsthree topologies have been
generated-orthehierarchicahetworkmodelsproducedy
the TIERS generatorthe topologiesvary in the numberof
nodesin the coreandaccesdevelsaswell asin thedegree
of edgeredundancythatis introducedwithin andbetween
the levels.For the flat networksproducedby the Waxman
generatorthe topologiesvary in the numberof nodesand
the densityof edgego nearbyaswell asdistantnodesAll
simulationsarerepeatedintil the lengthof the 95% confi-
dence interval falls below 0.1% of the sampled value.

In orderto compardifferentstrategiesthehomogeneous
modeldescribedn Section2 is oftenusedasreferenceval-
ue for the outcome of foresting strategies.

5.2 Simulative Experiments

Experiment 1: Possible Savingsin Different Topologies
In this first experimentjt shall be analyzedwhich sav-
ings are principally possibleby using intelligent foresting
strategiesnsteadof the very simple schemegproposedn
Section2. We comparethe optimal forestingstrategy,.e.,
one that always computesthe currently optimal partition
whenevela changeoccurs,with thehomogeneouandhet-
erogeneousnodel. Furthermorewe evaluatethe resource
consumptiorof thesewith the “ideal” situationwherethe
underlyingQoSsystemwould offer a heterogeneousulti-
castmodel. In every simulation,8 nodesare chosenran-
domly, eachoneof themactingassendelin onemulticast
groupandasa potentialreceiverin the 7 others.Addition-
ally 8 nodesarechoserexclusivelyaspotentialreceiversn

all multicastgroups sothatthedynamicreservatiorscenar-
iosrangefrom 1to 15receivergergroup.However,dueto

the high computationtimesfor searchinghe whole parti-

tion spacetheoptimalforestingalgorithmhasto berestrict-
edto only calculatepartitionsfor upto 7 receiversPertick

of the simulationclock, every receiverhasthe chanceof

sendingarequesfor adding,dropping,or changingareser-
vationto all of the multicastgroups.The probabilitiesfor

doing so were setto 0.2, 0.15, and 0.4 respectively.The

amountof requestectapacityin existing or modified re-

guestss selectedn stepsof 0.5 Mb/s up to a maximumof

10 Mb/s from a uniform random distribution.

Figure6 showsthe sampledresultsfor the differentstrat-
egieswith respecto link bandwidthconsumptiorfor both
kindsof topologiesThex-axisrepresentthenumberof re-
ceiverswith bandwidthreservationsvhile the y-axis indi-
cateshow much link bandwidth could be savedby the
differentapproacheeelativeto thehomogeneousiodel. As
canbe seenthe differenttopologiesleadto very different
results.While in the flat topologies,the optimal foresting
strategycansaveup to 33% overthe homogeneoumodel,
it only savesup to 18%in the hierarchicaltopologies.On
top of that, it canbe observedhatthe full heterogeneous
modelperformswell in flat topologieswhereasn the hier-
archicaltopologiesjt performsevenworsethanthe homo-
geneousmodel. Interestingly, the ideal scenariowith a
heterogeneoumulticast model offered by the underlying
QoS systems is not so sensitive to the topologies.

Experiment 2: Performance of the Heuristics
Now, let ustakea closerlook at the performanceof the
heuristicsthat havebeenintroducedin the precedingsec-
tion. So,oneissueis how muchof the savingsheseheuris-
ticsactuallyachieveandanotheiissueis howtheycompare
to eachother. The samesettingsasin the previousexperi-
mentareused.Figure7 showsthe simulationresultsfor all
of theheuristicgagainrelativeto thehomogeneousodel).
Besidegshetwo staticheuristicshasednthegreedyalgo-
rithm of Sectiond.1 which, however differ in their sorting
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Figure 7: Results of the heuristics.

of receivers,we also use a static heuristic basedon the
greedyalgorithmthatdoesnotsortthereceiversatall. This
is donein orderto find out howthe sortingaffectsthequal-
ity of the staticheuristics.In both typesof topologies the
heuristicgperformprettywell astheyonly remain2-3%be-
low the savingsof the optimal forestingstrategy.With an
increasingnumber of receivers,these savings decrease
slightly. The static heuristicwithout any sorting of the re-
ceiversperformgustalittle bit betterthanthefull heteroge-
neousmodelin flat topologies,and showsthe samerapid
decreasdor hierarchicaltopologies.Therefore the sorting
of receiverseitherwith respecto therequested¢apacityor
with respecto distanceandcapacity,is agoodchoice.The
highereffort for the distance-sortingloesnot seemto pay
off. Thedynamicheuristicperformsconsiderablybetterin
flat topologieswhereit evenoutperformshe staticheuris-
tics. However, in hierarchical topologies, they perform
worse than the static heuristics with sorting.

6 Related Work

To our knowledge thereis actuallyno work that treats
theforestingproblemin the genericsensewe havedonein
this paper.The only otherwork we areawareof thatis di-
rectly comparablégo oursis [6] which looks at the special
instanceof forestingfor RSVP/IntSenover ATM. Theau-
thors of [6] developedan almostidentical versionof the
greedystatic heuristicfrom Sectiord.1. Yet, [6] provides
no rationalefor choosingthe static greedyalgorithm by
comprehensiveimulationsor analysisof the designspace
for forestingheuristicsaswe havedonein thispaper As de-
scribedin Section2, thework in [2] surroundinghe quan-
tized heterogeneousnodel is related to ours but in a
complementaryvay. [2] givesthe protocolsupportthatis
requiredfor a forestingstrategyto be implementedn an
RSVP/ATM edgedevicebasedn their specialsolutionfor
RSVP/IntServ over ATM.

7 Conclusions

In this paper,we havedealtwith a specificcontrol path
problemin heterogeneou®oS systemsthe provision of
heterogeneou®oS multicastover a QoS systemthat only
supportsa homogeneoufoS multicastmodel. We have
called the generictechniqueto deal with this situation
foresting. We have analyzedthe foresting problem, and
showedhatit is avery complexproblemin generalHence,
we havederivedheuristictechniquego dealwith the prob-
lem.By somenumericakxampleswe havemotivatedthese
heuristicsandshowedhattheyhavea considerabl@oten-
tial to saveresourcesvhencomparedo standardapproach-
es. To reinforce and verify theseobservationswe have
conductedarge-scalesimulations.Thesesimulationshave
shownthat up to 30% bandwidthsavingscanbe achieved
by clever,yet, still simpleforestingheuristicswhencom-
pared to standard models of dealing with the problem.

References

[1] L. BergerE.Crawley,S.BersonJF. Baker,M. Borden,and
J.Krawczyk. A Frameworkfor IntegratedServiceswith
RSVP over ATM. Informational RFC 2382, August 1998.

[2] L. Salgarelli, A. Corghi, H. Sanneck,and D. Witaszek.
Supporting IP  Multicast Integrated Services in ATM
Networks. In Proceedingsof SPIE Voice and Video '97,
SPIE, November 1997.

[3] J.JamisorandR. Wilder.vBNS: ThelnternetFastLanefor
ResearclandEducationlEEE Communication$/agazine
35(1), January 1997.

[4] B.M. Waxman.Routingof Multipoint ConnectionsIEEE
Journal of SelectedAreasin Communication6(9):1617—
1622, December 1988.

[5] M. B. Doar.A BetterModelfor GeneratingrestNetworks.
In Proceedings of IEEE GLOBECOMM’96, London,
England pages 86—93. IEEE, November 1996.

[6] D.LeeandK. Kim. Virtual Circuit ConnectionMethodfor
RSVP Multicasting SupportingHeterogeneoufeceivers.
IEE Electronic Letters34(15):1474-1476, July 1998.



