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Abstract. At the current state of a�airs it is hard to obtain a pre-
dictable performance from wireless sensor networks, not to mention per-
formance guarantees. In particular, a widely accepted and established
methodology for modeling the performance of wireless sensor networks
is missing. In the last two years we have tried to make a step into the
direction of an analytical framework for the performance modeling of
wireless sensor networks based on the theory of network calculus, which
we customized towards a so-called sensor network calculus [1]. We believe
the sensor network calculus to be especially useful for applications which
have certain timing requirements. Examples for this class of applications
are factory control, nuclear power plant control, medical applications,
and any alerting systems. In general whenever the sensed input may ne-
cessitate immediate actions the sensor network calculus may be the way
to go. In this paper we summarize these activities and discuss the open
issues for such a an analytical framework to be widely accepted.

1 Introduction
Decisions in daily life are based on the accuracy and availability of information.
Sensor networks can signi�cantly improve the quality of information as well as
the ways of gathering it. For example, sensor networks can help to get higher
�delity information, acquire information in real time, get hard-to-obtain informa-
tion, and reduce the cost of obtaining information. Application areas for sensor
networks might be production surveillance, tra�c management, medical care, or
military applications. In these areas it is crucial to ensure that the sensor net-
work is functioning even in a worst case scenario. If a sensor network is used for
example for production surveillance, it must be ensured that messages indicating
a dangerous condition are not dropped. If functionality in worst case scenarios
cannot be proven, people might be in danger and the production system might
not be certi�ed by authorities.

As it may be di�cult or even impossible to produce the worst case in a real
world scenario or in a simulation in a controlled fashion, an analytical framework
is desirable that allows a worst case analysis in sensor networks. Network calcu-
lus [2] is a relatively new tool that allows worst case analysis of packet-switched
communication networks. In [1] a framework for worst case analysis of wire-
less sensor networks based on network calculus is presented and called sensor
network calculus. This framework has further been extended towards random



deployments [3] and the case of multiple sinks in [4]. The goal of this paper
is to summarize these activities and show the usefulness of the sensor network
calculus as well as opportunities for future work along this avenue.

2 Sensor Network Calculus: A Brief Walk-Through

In this section we use the notation and the basic results provided in [1], further-
more a single sink communication pattern is assumed. It is assumed that the
routing protocol being used forms a tree in the sensor network. Hence N sensor
nodes arranged in a directed acyclic graph are given.

Each sensor node i senses its environment and thus is exposed to an input
function Ri corresponding to its sensed input tra�c. If sensor node i is not a
leaf node of the tree then it also receives sensed data from all of its child nodes
child(i, 1), . . . , child(i, ni), where ni is the number of child nodes of sensor node
i. Sensor node i forwards/processes its input which results in an output function
R∗i from node i towards its parent node.

Now the basic network calculus components, arrival and service curve, have
to be incorporated. First the arrival curve ᾱi of each sensor node in the �eld has
to be derived. The input of each sensor node in the �eld, taking into account its
sensed input and its childrens' input, is:

R̄i = Ri +
ni∑

j=1

R∗child(i,j) (1)

Thus, the arrival curve for the total input function for sensor node i is:

ᾱi = αi +
ni∑

j=1

α∗child(i,j) (2)

2.1 Maximum Sensing Rate Arrival Curve

The simplest option in bounding the sensing input at a given sensor node is
based on its maximum sensing rate which is either due to the way the sensing
unit is designed or limited to a certain value by the sensor network application's
task in observing a certain phenomenon. For example, it might be known that
in a temperature surveillance sensor system, the temperature does not have to
be reported more than once per second at most. The arrival curve for a sensor
node i corresponding to simply putting a bound on the maximum sensing rate
is

αi(t) = pit = γpi,0(t) (3)

This arrival curve can be used in situations where all sensor nodes are set up
to periodically report the condition in a sensor �eld. The set of sensible arrival
curve candidates is certainly larger than the arrival curves described above. The



more knowledge on the sensing operation and its characteristics is incorporated
into the arrival curve for the sensing input the better the performance bounds
become.

2.2 Rate-Latency Service Curve
Next, the service curve has to be speci�ed. The service curve depends on the
way packets are scheduled in a sensor node which mainly depends on link layer
characteristics. More speci�c, the service curve depends on how the duty cycle
and therefore the energy-e�ciency goals are set.

The service curve captures the characteristics with which sensor data is for-
warded by the sensor nodes towards the sink. It abstracts from the speci�cs and
idiosyncracies of the link layer and makes a statement on the minimum service
that can be assumed even in the worst case. A typical and well-known example
of a service curve from traditional tra�c control in a packet-switched network is

βR,T (t) = R [t− T ]+ (4)
where the notation [x]+ equals x if x ≥ 0 and 0 otherwise. This is often

also called a rate-latency service curve. The latency term nicely captures the
characteristics induced by the application of a duty cycle concept. Whenever
the duty cycle approach is applied there is the chance that sensed data or data
to be forwarded arrives after the last duty cycle (of the next hop!) is just over
and thus a �xed latency occurs until the forwarding capacity is available again.
In a simple duty cycle scheme this latency would need to be accounted for for
all data transfers. For the forwarding capacity it is assumed that it can be lower
bounded by a �xed rate which depends on transceiver speed, the chosen link
layer protocol and the duty cycle. So, with some new parameters the following
service curve at sensor node i is obtained:

βi(t) = βfi,li(t) = fi[t− li]+ (5)
Here fi and li denote the forwarding rate and forwarding latency for sensor

node i.

2.3 Network Flow Analysis
Finally, the output of sensor node i, i.e. the tra�c which it forwards to its parent
in the tree, is constrained by the following arrival curve:

α∗i = ᾱi ® βi =


αi +

ni∑

j=1

α∗child(i,j)


® βi (6)

In order to calculate a network-wide characteristic like the maximum informa-
tion transfer delay or local bu�er requirements especially at the most challenged
sensor node just below the sink (which is called node 1 from now on) an iterative
procedure to calculate the network internal �ows is required:



1. Let us assume that arrival curves for the sensed input αi and service curves
βi for sensor node i, i = 1, . . . , N , are given.

2. For all leaf nodes the output bound α∗i can be calculated according to (6).
Each leaf node is now marked as �calculated�.

3. For all nodes only having children which are marked �calculated� the output
bound α∗i can be calculated according to (6) and they can again be marked
�calculated�.

4. If node 1 is marked �calculated� the algorithm terminates, otherwise go to
step 3.

After the network internal �ows are computed according to this procedure, the
local per node delay bounds Di for each sensor node i can be calculated according
to a basic network calculus result [2, chapter 1]:

Di = h(ᾱi, βi) = sup
s≥0

{inf{τ ≥ 0 : ᾱi(s) ≤ βi(s + τ)}} (7)

To compute the total information transfer delay D̄i for a given sensor node
i the per node delay bounds on the path P (i) to the sink need to be added:

D̄i =
∑

i∈P (i)

Di (8)

The maximum information transfer delay in the sensor network can then
obviously be calculated as D̄ = maxi=1,...,N D̄i. Note that this kind of analysis
assumes FIFO scheduling at the sensor nodes which however should be the case
in most practical cases.

3 Advanced Sensor Network Calculus

After this brief walk-through the sensor network calculus basics, we will discuss
some of the more advanced techniques we have developed to further customize
network calculus to the wireless sensor network setting as well as some of the
applications of the framework we have proposed.

We have seen in the previous section how the single sink communication pat-
tern typically found in wireless sensor networks was used to iteratively work out
the internal tra�c �ow bounds inside the network and use these to calculate
delay bounds in an additive fashion. However, one of the strengths of network
calculus is its powerful concatenation result which allows in general to achieve
better bounds when a tandem of servers is �rst min-plus convoluted to a single
system compared to an additive analysis of the separate servers. This concate-
nation result is not directly applicable in a wireless sensor network scenario even
when only considering the simple single sink case. Therefore, we have generalized
the concatenation result for general feedforward networks in [5], introducing a
principle called �pay multiplexing only once� which makes optimal use of sub-
paths shared between �ows and achieves improvements over the additive bounds
which may be on the order of magnitudes depending on the scenario. A further



extension of the basic sensor network calculus which we also describe in [5] is the
integration of maximum service curves into the sensor network calculus which
allows to improve the bounds on the network-internal �ows and thus in turn low-
ers the performance bounds, again often very considerably. All these techniques,
among other general network calculus techniques, have been implemented in the
so-called DISCO Network Calculator. As we believe that tool support is of great
importance for a wide acceptance of the sensor network calculus we provide the
DISCO Network Calculator in the public domain1.

Apart from trying to push the sensor network calculus forward methodwise,
we have also illustrated how to apply it for several design and control issues
in wireless sensor networks. In [1] we have shown how a bu�er dimensioning of
the sensor nodes may be performed based on the worst case analyses of sensor
network calculus such that no information is lost due to bu�er over�ow inside
the network. Furthermore, we also discussed in [1] how di�erent choices of duty
cycles a�ect the information transfer delay. In [3], we considered the case of a
randomly deployed sensor network and how this further dimension of uncertainty
can be factored into the sensor network calculus. In particular we discussed
how constraints from topology control may be used to improve the performance
bounds from the sensor network calculus. Thus we proposed to guide topology
control decisions based on the sensor network calculus models. In [4] we used
the advanced sensor network calculus result discussed in the previous paragraph
to investigate scenarios with multiple sinks. In particular we demonstrated how
sensor network calculus can be used to dimension the number of sinks as well as
their placement in the sensor �eld.

4 Open Issues and Future Work Items

While we believe the sensor network calculus to have potential, there are still
many open issues and correspondingly opportunities for future work. One im-
mediate issue arising from the use of a deterministic analytical framework is
the question how to capture the inherently stochastic nature of wireless commu-
nications. Here, we plan to integrate lately upcoming stochastic extensions of
network calculus [6], which however again need to be customized for the sensor
network case. Another issue is how to take in-network processing as is frequently
proposed for wireless sensor networks into account. In [7] we have proposed a net-
work calculus that allows for the scaling of data �ows. This development should
enable modelling of typical in-network processing techniques as for example ag-
gregation of information. Furthermore, it should also be possible to accomodate
the mobility of sensor nodes and/or sinks. As in many scenarios this is a kind of
controlled mobility there is hope to capture even this di�cult characteristic of
advanced wireless sensor network scenarios.

Apart from these fundamental issues for the sensor network calculus, it is also
important to demonstrate its usefulness in further applications. At the moment
1 See http://disco.informatik.uni-kl.de/content/Downloads.



we design a task admission control scheme based on sensor network calculus for
sensor networks that may have several concurrent tasks. Another work item could
be a scheme where sleeping nodes are activated such that certain performance
bounds can still be satis�ed. Apart from these issues the presented framework
should also be validated by packet-level simulations in order to increase the
�delity in the predictive power of our models. Especially this last point deserves
our immediate attention and is already currently under investigation.
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