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ABSTRACT

In contrast to classical assumptionsin Video on Demand (VoD) research, the main requirementsfor VoD in the Internet are adap-
tiveness, support of heterogeneity, and last not least high scalability. Hierarchically layered video encoding is particularly well
suited to deal with adaptiveness and heter ogeneity support for video streaming. A distributed caching architectureiskey to a scal-
able VoD solution in the Internet. Thus, the combination of caching and layered video streaming is promising for an I nternet VoD
system, yet, requiresthoughts about some new issues and challenges, e.g., how to keep layered transmissions TCP-friendly. In this
paper, we investigate one particular of these issues. how can a TCP-friendly transmission exploit its fair share of network
resour ces taking into account that the constrained granularity of layer encoded video inhibits an exact adaptation to actual trans-
mission rates. We present a new technique that makes use of retransmissions of missing segments for a cached layered video to
claim the fair share within a TCP-friendly session. Based on simulative experiments the potential and applicability of the tech-
nique, which we also call fair share claiming is shown. Moreover, a design for the integration of fair share claiming in streaming
applications which are supported by caching is devised.

Keywords: Video on Demand, We-Area Caching Architecture, TCP-friendlyayer Encoded ieo

1 INTRODUCTION

1.1 Motivation

In the lastfew years,the Internethasexperiencedan increasingamountof traffic stemmingfrom the useof multimedia
applicationswhich useaudio and video streaming[11]. This increasewill continueand even be reinforcedsinceaccess
technologiedike ADSL and cable modemsenableresidentialusersto receve high bandwidthmultimediastreamsOne
specificapplicationwhich will be enabledby future accesgechnologiess Video on Demand(VoD). VoD allows clientsto
watcha large variety of video contentvia the Internet,from small video clips up to movies. Onetype of VoD is True VoD
(TVoD) [10] which allows usersto watch a certainvideo at ary desiredpoint in time and, in addition, offers the same
functionality asa standardVCR (fastforward, rewind, pause stop). The challengesf providing TVoD in the Internetare
manifold andrequirethe orchestratiorof differenttechnologiesSomeof thesetechnologiedik e video encodingarefairly
well understoodindestablishedOthertechnologiedik e the distribution andcachingof video contentandthe adaptatiorof
streaming mechanisms to the current mekusituation and user preferences are still undessiication.

Existingwork on TVoD hasshavn cachedo be extremelyimportantwith respecto scalability, from network aswell as
from videoseners’ perspectie [5]. Scalability of coursejs apremierissueif a TVoD systemis consideredo be usedin the
globallnternet Yet, simply reusingconceptdfrom normallnternetWeb cachingis not sufiicient to suit the specialneedsof
video content since, e.g., popularity lifgctes can beery different [6].

Besidesscalability it is very importantfor an Internet TVoD systemto take into accountthe “social” rulesimplied by
TCP’s cooperatie resourcemanagemenmodel, i.e., to be adaptivein the face of an (incipient) network congestion.
Therefore,the streamingmechanism®f an Internet TVoD systemneedto incorporateend-to-endcongestioncontrol to
preventunfairnessaagainst TCP-basedraffic andincreasehe overall utilization of the network. Note thattraditionallyvideo
streamingmechanismsely on open-loopcontrolmechanisms,e., on explicit resenationandallocationof resourcesAs it
is debatablevhethersuchmechanismsvill ever be usedin the globalinternet,e.g.,in theform of RSVP/IntSenf1], we do
not assumehesebut build uponthe currentbest-efort servicemodelof the Internetwhich is basedon closed-loopcontrol
exertedby TCP-like congestiorcontrol. Yet, sincevideotransmissionseedto be pacedat their “natural” rate,adaptveness
canonly beintegratedinto streamingnechanism theform of quality degradationandnot by “shifting” traffic in thetime
domainasfor elastictraffic like, e.g.,FTP transfers An elegant way of introducingadaptvenessnto streamingis to use
layeredvideo encodingq9] asit allows to drop segments(the transferunits) of the videoin a controlledway without the
high computational &brt of, e.g., adapte encodings as described in [21].



However, while the combinationof cachingand adaptve streamingpromisesa scalableand “Internet-conform” TVoD
systemit alsocreatesen challengedor the designof sucha system.Oneparticularissueis that video contentcanonly be
cachedin the form asit hasbeentransmitted,i.e., it potentially consistsof successie “steps” of different quality levels
correspondingo the differentlayers.For subsequentequestdor thatvideo a decisionmustbe madewhethersegmentsfrom
missinglayersare retransmittedand if so, which ones,or if someof the cachedsegmentsare discarded The schedulingof
theseretransmissionaffectsthe perceved quality of the cachedvideo contentin a significantway sinceit is very important
thatquality variationsareminimizedasthey aredisturbingfor userg4]. In precedingwvork [25] we developedandcompared
different retransmissiorschedulingalgorithmsthat meetusers’demandgo watch high quality video with relatively little
quality variations.In this paper we focuson how to performthesescheduledetransmissiongn combinationwith a TCP-
friendly transmissiommethodby claimingthe fair sharefor the TCP-friendlysessionTransmittinga layerencodedsideoin a
TCP-friendly mannerwould not always resultin the casethat the sessionclaims its fair shareof network resourcesWe
proposea mechanismgealledfair shareclaiming (FSC),which combineghe transmissiorof a layerencoded/ideoandsome
additional data, resulting in the utilization of tlaérfshare a session is entitled to.

1.2 QOutline

After this motivation, we briefly wantto introducethe basiccomponent®f our overall approachtowardsscalableadaptve
video streamingin the Internet.In Section3, we presentthe initial ideaof fair shareclaiming (FSC)that makesuseof the
additionalbandwidththatis not claimedby the layer encodedsideowithout breakingthe cooperatre rulesimplied by TCP’s
resourceallocation model. We demonstrateéhe applicability of this approachby simulationsin a 3-stepbasedsimulation
ervironment.In Section4, we demonstratdhonv FSC can be integratedinto a streamingapplicationby using and partly
extendingalreadyexisting protocols.n Section6, we summarizeour findings,drav someconclusionsndgive a brief outlook
to future vork.

2 SCALABLE ADAPTIVE STREAMING (SAYS)

2.1 Scalability - Caching

As with traditionalweb cachesgcachedor TVoD systemsallow to storecontentcloserto users reducelateng, aswell as
sener andnetwork load andincreasehe systems fault toleranceYet, in contrasto web cachedhe characteristicef the data
to be storedarevery different.High quality videofiles are muchlarger thanmostweb pagesandthereforedifferentcaching
stratgiesareusedin cachedor VoD systemsFurthermorethe distribution procesdor videofiles is complicatedby thefact
that the transmission is much more time and bandwidth consuming. Thus store-aard-fipproaches can not be applied.

Let us briefly describeour video cachingarchitecture As cachingmethodwe employ so-calledwrite-throughcaching.
With write-throughcachinga requestedstreamis forwarded“through” the proxy cacheto the clients and the proxy cache
storesthe streamon its local cacheif a positive decisionis madeby the cachereplacemenstratgy. Subsequentlientscan
then be sened from the proxy cache(seeFigurel). This techniquereducesthe overall network load in a TVoD system
comparedo a methodwherethevideois transportedo the cachein a separatestreamusinga reliabletransmissiorprotocol
(e.g.,TCP)[3]. Ontheotherhand,write-throughcachingrequiresa reliabletransportprotocolto recover from pacletlosses.
In [23], we presentthe designand implementationof sucha protocol, called Loss Collection RTP (LC-RTP), which fits
particularlywell in a TVoD architecturelt provideslosslesgransmissiorof AV contentinto cachesenersandconcurrently
lossy real-timedelivery to end-usersit achieves reliability by retransmissionThe traffic increaseis minimal becausehe
transmission of the\VAcontent and ancaching will tale place while the end-user is sy

2.2 Adaptiveness- Layered Video

Enablingcongestioncontrol for streamingapplicationsrequiresquality adaptationin contrastto elasticapplicationsthat
allow a reducedtransmissiorspeed However, this quality adaptatiordoesnot solely sene congestioncontrol purposesut
alsosatisfieghe need=of the large variety of heterogeneouslientsthatexist in the Internet.Layeredvideo,i.e., videothatis
encodedn baseandenhancemenrgayerswhich have hierarchicalrelationshipsrepresents suitablemethodto allow for this
quality adaptatioralthoughthereare otheralternatveslik e adaptve encodingor switchingbetweendifferentencodingsYet,
thelatterarelessattractie for cachingpurposesincethey do not possesghe subsetelationshipof layeredencodingandthus

*. Adopted terminology from memory hierarchies.
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Figure 1: Video distritution.

leadto transmissionsvhich aredifficult to cache Figure?2 illustrateshow alayeredvideomightbe storedon a cacheafterits
initial (congestion controlled) transmission.
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Obviously, thecachedcopy of thevideoexhibits a potentiallylarge numberof missingsegmentsfrom differentlayers.The
exact “shape” of a cachedvideo contentis a function of the congestioncontrol mechanisnbeing used.Therehave been
several proposalshow to achieve TCP-friendly congestiorcontrol usinglayeredvideo transmissionse.g.,[16] or [2]. Our
focushereis on how retransmissioschedulingcanbeincorporatedn TCP-friendlylayer encodedvideo transmissiondy
claiming the &ir share for the TCP-friendly session.

3 FAIR SHARE CLAIMING (FSC)

In this sectionwe will presenpurideaof the fair shareclaiming mechanisnthat makesuseof the additionalbandwidth
thatis not claimedby the layer encodedrideo without breakingthe cooperatie rulesimplied by TCP’s resourceallocation
model.After a detaileddescriptionof the FSCmechanisnin Section3.1thesimulationervironmentfor FSCis presentedn
Section 3.2 and finally the simulation results arexshim Section 3.3.

3.1 TCP-friendly Streaming

It is not our purposeto develop new TCP-friendly mechanismgor streaming.n recentyearsseveral protocolsfor the
transportof non-TCP traffic with TCP-friendly congestioncontrol were developed. Widmer et al. have publishedan
overview of theapproachef22]. To beapplicablefor streamingover the Internettheseprotocolshave to meetthe following
requirements:

* Rate oscillations should bet to a minimum
» Modificationto the network infrastructureshouldbe prevented(e.g.the protocolstackin therouters
can stay as it is).

Fromour obsenationsandthe classificatiorpresentedy Widmer et al. [22], TCP-friendly Rate Control (TFRC)is very
promisingasa TCP-friendlyprotocolfor unicaststreaming?2]. It is aratebasedcongestiorcontrolprotocolwith goodTCP-
friendliness.The mainadwantagein combinationwith A/V streamings thatthe rateis smoothin the steady-stateaseand
thereforeapplicationghatrely on afairly constansendingratearesupportedin addition,the protocolis end-to-endvhich
doesnot requireary modificationsto the network infrastructure.The major dravback of TFRC is its lack of multicast



support. The sending rate in TFRC is adjusted to a TCP equation that is based on the loss rate which is transmitted from the
receiver to the sender once per round-trip time. In addition it uses slow-start at start-up and for loss recovery.

Transmitting a layer encoded video with the maximum rate that TFRC would allow does not always make sense. If, e.g.,
the possible transmission rate would be much higher than the actual rate needed for the video, the receiver might need alarge
buffer to store segments until their playout time is reached. Rate changesin TFRC will not always result in arate change for
the layer encoded video because changes might occur too often and the encoding format will only provide a certain amount
of different layers resulting in afinite amount of possible transmission rates. This can result in a situation where the actual
possible transmission rate (determined by the TFRC agorithm) and the rate constituted by the sum of several layers might
differ. We choose the following example to illustrate the problem in more detail: Let us assume a layer encoded video that
consists of up to three layers, each requiring a constant transmission rate of 0.5 Mbit/s that should be transmitted in a TCP-
friendly manner via TFRC. At a certain point in time during the transmission the TFRC algorithm determines a maximum
possible transmission rate of 1.3 MBit/s. This would allow atransmission of two layers of the layer encoded video whereas
0.3 MBit/s would be wasted if the video would not be transmitted faster than necessary and an additional third layer can not
be transmitted because this would require a TFRC rate of at least 1.5 MBit/s. Using the additional bandwidth isthe fair share
that may be claimed by a corresponding TCP session, yet due to the inelastic and discrete nature of layer encoded video it
cannot be claimed. Nevertheless if we find some data to fill this gap we could claim our fair share without breaking the
cooperative rules implied by TCP's resource alocation model. Figure 3 depicts an example TCP-friendly layered video
transmission. The creation of the TFRC trace is explained in more detail in Section 3.2. In this example scenario the
transmission rate for the layer encoded video is only increased in case that the rate determined by the TFRC mechanism
would allow the transmission of an additional layer. If this is not the case the additional bandwidth (marked hatched in
Figure 3) could be used for the transmission of additional data. In the example shown in Figure 3 that would be an additional
142 MByte. This could be for example data like, e.g., management or statistical information that should be sent from the
origin server to the proxy cache. But in this paper, the focus is especially on the retransmission of missing segments of the
video that is currently streamed or videos that are already (but not completely) stored on the proxy cache to claim the fair
share for this TCP-friendly session. This techniques are referred to asin-band FSC for the former case and out-of-band FSC
for the latter. In [25], we already devised and analyzed different retransmission scheduling algorithms that could be used to
determine which of the missing segments should be transmitted. The following simulation shall shed some light on whether
the combination of both techniques (retransmission scheduling and FSC) is an appropriate method to improve the quality of
a cached layer encoded video. In the following we will present a simulation model to investigate the presented problem in
more detail.
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Figure 3: Example layer encoded video transmission via TFRC

3.2 Simulation
We split the simulation in three steps to create a scenario that represents the mechanisms presented in Section 3.1 and to
keep the simulation environment more generic:

* Creation of aTFRC trace.
» A possible layer encoded video transmission that is derived from the TFRC trace.
» Determination of segments that can be retransmitted due to spare bandwidth.

The fact that the creation of the TCP-friendly protocol traces is separated from the other two parts allows an exchange of
the TCP-friendly protocol without modification of the other parts. Each single part is explained in more detail in the
following sections.



3.2.1 Creation of TFRC traces

We decidedto performinvestigationsusing ns-2' becaus@ TFRC modelis alreadyincludedandns-2allows usto create
tracesthat can be usedas a basisfor the secondsimulationstep.With the simulationarchitectureshavn in Figure4 we
modela scenaridor thedistributiontechniquesve describén this paper The simulationarchitectureconsistof 2 routers 2
sendersand 2 recevers. The routersR1 and R2 are connectedvia a duplex link (L1) thathasa bandwidthcapacityof 15
Mbps and a delay of 100 ms. This represents scenariothat consistsof an origin sener S1 anda proxy cachePC1that
cachesvideo streamsaandforwardsthemto requestingclients. To modelcompetingweb-like traffic betweenS2andE1 we
useON/OFFsourcesasproposedy Floyd etal. [2]. In additionthereis a TCP sessiorbetweerS2andE1 which senesasa
referencein orderto obsene the TCP-friendlinessof TFRC. It is active throughoutthe entire simulation. The ON/OFF
sourcesrealsoenabledduringthewhole simulation.Onelong-lastingTFRC stream representinghe layerencodedrideo
transmissionjs initiated at simulationstart. A single simulationlastsfor 400 secondsThe traceshaovn in Figure3 was
generated with the method described here.

Figure 4: Simulation architecture

3.2.2 Layer encoded video transmission

In the simulations we presumdayerencodedsideosthatcanconsistof up to threelayers.Here,we assumewithout loss
of generalitythatall layersareof equalsize,CBR encodedhndthereforerequireanidenticaltransmissiomate,whichis 0.5
MBit/s for thesesimulationsTo createalayerencoded/iideotransmissiora TFRCtracecreatedy themethodslescribedn
Section3.2.1is usedasthe startingpoint. We implementeda small C++ programthatscanghe bandwidthfor eachentry of
the TRFCtraceanddetermineghe amountof layersthatcanbetransmittechasedon the TFRCbandwidth. Theratefor the
layerencoded/ideotransmissionn Figure3 wasgeneratedh thisway. It mustbe statecherethatthe strategy for increasing
or decreasingneof thelayersis very simpleandshouldbe subjectto furtherinvestigations.E.g.,a moreintelligent stratey
mightalsocontribute to a smoothettransmissiorof the video. During the executionof this programanadditionallist is built
that storesinformationaboutthe sparebandwidththatis availablefor the transmissiorof additionaldata.For the example
shavn in Figure3 at 163.2seconds sparebandwidthof 452000Bit/s would be determinedThe simulationis discretesince
the TFRC trace hasa resolutionof 0.2 secondsThis restrictionhad to be madeto keepthe overall simulationeffort in
reasonabléimits. Theerrorthatis introducedy this simplificationis negligible sincethe delayfor thelink betweerR1 and
R2is 100msandthereforethe RTT is atleast200 msthusleadingto thefactthattwo consecutie ratechangesvill neverbe
less than 200 ms apart.

3.2.3 Retransmission

To investigate retransmissionschedulingin layered video cachesin more detailed we already built a simulation
ervironmentthat is describedin more detail in [25]. In contrastto the simulationspresentechere an instanceof layer
encodedvideowascreatedandomly The availablebandwidthfor retransmissionsasconstanfor a singlesimulationand
wasonly modifiedto comparethe behaior of the retransmissiorschedulingalgorithmsin relationto differentamountsof
available bandwidth.For the simulationsin this paperthe bandwidthfor retransmissionsan changein eachstepof the
simulation. er this reason the simulationvéonment had to be changed inatwespects:

» For eachstepin the simulationthe available bandwidthfor the retransmissiomf missingsegments
must be calculated.This is performedwith the aid of the list generatedby the simulation tool
describedn Section3.2.2that containsinformation aboutthe available bandwidthfor retransmis-
sions at a certain point in time.

t. http://www.isi.edu/nsnam/ns/



» If retransmissions are performed for the simultaneously streamed video the retransmission schedul -
ing algorithm can only regard the already transmitted part of the video. Thisisin contrast to our ear-
lier work where we assumed that the compl ete instance of a cached layer encoded video is known.

In Figure 5, acomprising overview of the three simulation stepsis given.

i . TFRC Trace LEV, spare BW list | Retransmission
ns-2 Simulation p- LEV Generator P Scheduling

LEV = Layer Encoded
Figure 5: Simulation sequence

3.3 Simulative Experiments

We generated two different kinds of simulations, one for in-band and one for out-of-band FSC. The |atter were performed
to compare our algorithm [25] against the algorithm presented in [17] (For easier identification of both algorithm we refer to
them as unrestricted and restricted, respectively). Since the latter looks always a certain amount of time ahead of the current
playout to determine segments for retransmission it is not applicable for in-band FSC.

3.3.1 In-band FSC

The result of the in-band FSC simulation is depicted in Figure 6. It shows how the quality of alayer encoded video on a
proxy cache can be improved with the aid of the FSC technique. In this specific scenario it was possible to add an additional
layer for more than half of the length of the complete video. Thus the next client that requests this video from the proxy
cache will have the chanceto receive it in asignificantly better quality than the first client. Unfortunately, thereisasmall gap
for layer 2 between the 200th and 250th second that increases the quality of the cached content. One possible solution to
close this gap would be the usage of the out-of-band FSC technique (during the transmission of some other video). To reduce
the amount of layer changes the caching strategy on the proxy cache might decide to delete the short amount of the third
layer that was cached due to the peak of the TFRC around 5 seconds after the transmission started.
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Figure 6: Result of an in-band FSC simulation

3.3.2 Out-of-band FSC

The out-of-band FSC simulation was performed in a dlightly different way than the in-band simulation. Thisis due to the
fact that segments for an already cached video are retransmitted. To be able to compare the results of this simulation with the
results of the in-band simulation we assumed that the cached video has the same layout as the layered video trace in
Figure 6. |.e., we assume the same initial transmission as in the in-band simulation but without any retransmission for this
specific video. Thiswill allow us to compare the quality improvement between the in-band and out-of-band technique in the
unrestricted case. Since the “layout” of the video is now completely known both agorithms restricted and unrestricted can
be applied. We generated a second TFRC trace which determines how much additional bandwidth is available for the



retransmission of missing segments. The result of this simulation which is depicted in Figure7 clearly shows the
disadvantages of the restricted algorithm. Caused by the fact that only missing segments ahead of time from the actual
playout point are regarded for retransmission only small chunks of the missing segments can be retransmitted (the black
boxes in Figure 7 only appear as boxes due to the low resolution of the plot). The problem of the restricted algorithm is
shown in more detail in the zoomed out part of Figure 7 that represents an enlarged part of the out-of-band FSC simulation
for this algorithm. The high frequency of layer changes will be very annoying for the client who is currently watching the
video. In contrast to the restricted algorithm the result of the unrestricted algorithm is that the quality of the video is
enhanced by one layer in one contiguous segment which in this specific case does not lead to additional layer changes
compared to the initially cached video. The differencein the amount of retransmitted segments in comparison to the in-band
simulation (see Figure 6) is caused by the fact that the amount of spare bandwidth that is available for retransmission is
higher in the in-band case.
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Figure 7: Out-of-band FSC simulation

3.3.3 Influence of number of lagrs

It is obvious that the amount of bandwidth that is available for retransmission will decrease with an increasing number of
layers caused by a higher adaptiveness to the bandwidth determined by TFRC. With this simulation we wanted to investigate
the dependency between the number of layers of a layer encoded video and the resulting amount of bandwidth for
retransmissions. In the simulation we always used the same TFRC trace and varied the number of layers between 2 and 20.
Increasing the number of layers does not increase the maximum bandwidth of the layer encoded video, rather the bandwidth
of each single layer is decreased. This had to be done to be able to compare the results of each single simulation. Figure 8
presents the result of the simulations which shows the percentage of the overall capacity of the TFRC trace that can be used



for retransmissionsThe result statesour assumptiorthat the additional capacitywill decreasewvith an increasinglayer
granularity But ezen with a high number of layers there is still capacity for retransmissiaitatde.

35
30
25

20 /

15

Additional Capacity / Total Capacity [%)]

2 4 6 8 10 12 14 16 18 20
Layers

Figure 8:Relatve additional capacity for retransmissions

4 IMPLEMENTATION DESIGN FOR FSC

In this section,we presentthe designfor an implementationof the FSC techniquewhich shouldbe basedon already
existing, standardize@ndif possiblewell establishegbrotocolsandtechniquesHowever, thathasnot alwaysbeenpossible
which is mainly due to the fact that the proposedTCP-friendly mechanismgequiressome significant changesof the
protocol behaior. Neverthelessthe designshould only require modificationsat origin serer and proxy cacheto allow
standardclientsin this architectureln general,we distinguishbetweenthe transmissiorof time critical data(the actual
streanthatis transmittedpndtime uncriticaldata(segmentsor retransmission)t is the overall goal of this sectionto shav
that FSC can be reasonably gr&ed in streaming applications.

4.1 Protocol Suite

Themostcommonapproachor audioandvideostreamings theusageof RTP* over UDP astransporiprotocolslt is well
known that this approachlacks an appropriatecongestioncontrol mechanismand might causeproblemslike congestion
collapseif theamountof audioandvideostreamdurtherincreasesThatis exactly why differentvariationsof TCP-friendly
protocolshave beendevelopedthat shouldavoid the occurrenceof suchproblemsin the best-efort Internet.As mentioned
before TFRC is one of theseprotocolsandin Section3.1 we alreadystatedwhy we favor it asa protocolfor streaming
ervironments.Another advantageis that the TFRC mechanismsan be integratedinto the RTP protocol and thus the
introductionof acompletelynew protocolin the streamingprotocolsuiteis not necessaryr hisintegrationhastheadditional
benefitthat no modificationsto UDP mustbe madeandthereforepossiblekernelmodificationscanbe avoided. To enable
TFRC functionality in RTP somenewn headerinformationsare needed(see Figure9) and part of the overall protocol
behaior mustbe changedFortunatelytwo of theadditionallyneedecheadeffieldsarealreadycontainedn the RTP header
sequencenumberandtime stamp,respectiely. The additionalfields shavn in Figure9 mustbe putin the RTP extension
header The recever reportsneededby TFRC can be transportedby the application specificinformation in the RTCP
receverreports.Thefrequeny of RTCPreceverreportsmustbehighly increasedinceTFRCrequireso sendthesereports
every RTT. Sincewe ervision only unicasttransmissiorsofarin our architecturghe higheramountof reportsshouldneither
restrict the rev data transmission nor cause a@kAimplosion.

Rathercomplicateds the identificationof missingsegmentsof a layer encodedvideo that shouldbe retransmittedOne
could imaginethat missingsegmentscould be easilyidentified by the RTP sequenc@wumberbut this is not true in every
caseThesequencaumberof anRTP pacletwould only be helpful if thedatawould be storedasRTP pacletsontheorigin
sener’s disk, becausehe simpleinformationof a sequenceaumberwould not be sufiicient to identify the relatedpart of,
e.g., a file that containsan MPEG-1 video wherethe paclet length canvary (wire format and storageformat must not
necessaril\be identical).In the caseof LC-RTP the lossrecognitionis realizedby a byte countwhich is includedin each
RTP headerThe byte countrepresentshe actualbyte position of the datathatis includedin the RTP paclet. Eachsener
implementatiorhasto transformthe byte countvalueinto its own file indexing information.As a consequenct is possible
to have differentfile layoutson the sender andrecever side.For exampleone sener implementatiorstoresthe file asraw
dataandanotherstoressomeheadeiinformationwith it. A legal way of insertingthe byte countinto the RTP headerandnot
into the payloadis the useof the extensionheadeiof RTP. With theaid of the byte countlossescanbe exactly identified,the

t. For reasons of simplicity we only mentio R kut always mean RP and RCP.
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Figure 9: Additional TFRC header fields

receiver can maintain alist of losses and the lost segments can be requested from the sender at another point in time. If lost
segments should be retransmitted during the streaming session the RTCP application specific header can be used to send the
loss lists from the receiver to the sender. Should the retransmission be performed out of band, a TCP connection would be
sufficient to transmit the loss lists to the sender. Since there exist now two cases that require an RTP extension header we
propose that in the case of FSC the RTP protocol should be used with an modified extension header as shown in Figure 10.
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Figure 10: RTP header extension

An additional issue is the multiplexing of the video stream and retransmitted segments over one RTP session. In this case
we can make use of RTP's mixing functionality. Originally this functionality was thought to combine RTP streams from
different senders at a router into one RTP stream. We make use of this functionality in a dlightly different way: In our
scenario no physically separated senders exist but the layer encoded video and the packets that should be retransmitted can
be regarded as two logical sources. Thus both streams * can be transmitted via one RTP stream whereas each stream is
assigned a different syndironizationsource identifier (SSRC). This technique allows the RTP receiver to correctly identify
each of the two streams and forward the packets to their correct destination. It might also be possible to mix more than two
streams with this mechanism but this is out of the scope for this work. To identify each SSRC correctly the receiver needs
additional information about the mapping between streams and SSRCs. The mapping information can be signaled to the
receiver with the aid of the private extensionsource description(SDES) item of an RTCP source description packet. This
type of RTCP packet contains a list of SSRCs and according SDES items. The private extensionitem is meant for
experimental or application specific use. The SDES private extensionconsists of an itemidentifier, lengthinformation prefix
length prefixand value string(see Figure 11).

** To simplify description the retransmission of segmentsis also described as a stream, although thisis not techni-
caly correct.
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Figure 11: Private extension SDES item

The prefix string for this specific SDES item will be set to FSC to indicate that thisinformation is related to the fair share
claiming technique. For the value string three different strings are defined so far:

Value string Description
STREAM SSRC represents layer encoded video stream
INBAND SSRC represents a stream for retransmitted segments
that belong to the in parallel streamed layer encoded
video
OUTBAND SSRC represents a stream for retransmitted segments
that belong to an already cached video

Table 1: Value string parameters

This additional information alows the demultiplexing of the single sessions of an RTP stream and their correct
assignments to instances for further data processing. In Section 4.3 we will present how a correct data path could be
established with the aid of our Stream Handler (SH) [24] architecture.

4.2 Retransmission Signaling

As mentioned above it might be possible to perform in-band and out-of-band retransmission with FSC. With out-of-band
retransmission the respective video is already stored on the cache and one run of the retransmission scheduling algorithm
should be sufficient to generate aretransmission list. A simple TCP transmission from the receiver to the sender to send the
list of ordered missing segments should be sufficient. The sender stores this list and in the case of a retransmission request
uses thislist to obtain information which segments of the original video should be retransmitted.

In the case of in-band retransmission the retransmission signaling must be handled in a different way. First of all the video
is not entirely transmitted to the cache. The retransmission scheduling algorithm can only make decisions based on the
already received part of the video. Thus the generated list of segments that should be retransmitted might change over time
and updates of the list that exists at the sender must be performed. To be able to perform this update we propose that the
initial list that is created by the retransmission scheduling algorithm is also stored on the receiver. Each time the algorithm is
performed again, the newly generated list and the stored list should be compared. If the differences reach a certain threshold
value (for a suitable metric that measures similarity between loss lists) a new list must be transmitted to the sender. The
determination of the threshold value for retransmission list updates goes beyond the scope of this paper and is an issue for
further research.

4.3 Stream Handler Extension

Our experience with the implementation of streaming applications showed us the need for a generic architecture to handle
continuous media streams. This became specifically clear during the development of our experimental KOM-Player platform
[24]. The platform is used for investigations on AV distribution systems and therefore has to offer support for different
encoding formats, transport protocols, but also distribution mechanisms under investigation. Such distribution mechanisms
may combine unicast and multicast distribution or may apply segmentation and reordering for efficient delivery. During the
initial implementation phase we quickly realized that a monolithic approach would not allow a ssimple integration of these
new distribution mechanisms. This led to our decision to build an environment that is based on a stream handler (SH)
architecture.
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In this section we will define the extensions that must be made in the stream handler architecture to support the FSC
technique. In our experimental VoD platform we developed server, proxy cache and a client all of which make use of the
stream handler architecture. Therefore, agreat deal of stream handler modules have already been designed, implemented and
tested. To support FSC in our platform we try to reuse these elements and if necessary extend them or create new stream
handlers. First of all we show the madifications that have to be made to the aready existing SHs and then we will present the
design of the new SHs.

4.3.1 RTP/RTCP and LC-RTP/LC-RTCFP:

The RTP and RTCP functionality is combined in the RTP SH. The FSC technique requires extensions and modificationsto
both RTP and RTCP as described in Section 4.1. For the multiplexing and demultiplexing functionality the RTP SH must be
able to receive data from more than one upstream SH (sender) and forward it to more than one down stream SH (sender) in
the case of out-of-band retransmission. This is not the case for in-band retransmission, since the byte count information of
L C-RTP defines the position of the retransmitted segment explicitly. Although only LC-RTP is used in the FSC case, the
extension should be made for both protocols since a) RTP isabasis for LC-RTP and b) the new functionality might also be
needed by RTP only. Thiswill allow a separated development of RTP with TFRC mechanism and LC-RTP.

On both the sending and receiving parts, extension to provide TFRC functionality must be made, too. New fields must be
added to the extension header as depicted in Figure 10. The changes for RTCP are extensive since on one hand the format of
the RTCP receiver reports and on the other hand the timing for the transmission of these must be changed. The TFRC
specific information should be transported in application-specific information of an RTSP receiver report and should contain
the four fields shown in Figure 9. The timing for the receiver reports must be changed in a way that it is based on the RTT
information instead of the algorithm proposed in [20].

4.3.2 Packetizer and depacketizer

Several profiles for the transport of standardized audio and video formats in RTP exist [19]. So far no profile for the
transport of layer encoded video is defined, caused by the lack of a standard for this technique. Our experience with the
development of (de-)packetizers for several audio and video formats [24], have shown that building new SH for this purpose
is a rather simple task. Depending on what layer encoded video techniques should be supported it might be necessary to
build more than one SH. One of our future tasks isto investigate layer encoded video proposals with respect to the needs of
our system. If this work is done we will be able to decide which of the proposals should be supported and develop the
appropriate packetizer and depacketizer SHs. To describe the interaction between the SHs in more detaill an example
scenario for in-band retransmission is shown in Figure 12. Whenever a RTP packet should be sent out on the network the
payload will be pulled from the Packetizer SH. With the report functionality of the SH architecture the RTPSink SH can
inform the Packetizer SH about the actual transmission rate. With the aid of thisinformation the packetizer can build the two
different types of payloads. For the layer encoded video the rate information will also determine the number of layers that
should be transmitted. If the number of layers is known the packetizer can determine the resulting capacity that is available
for the retransmission of segments and determine which type of packet (layer encoded video or retransmitted segment) will
be handed to the RTPSink SH in the case of a pull request from the latter. With each payload the packetizer must also
provide the appropriate SSRC information which will allow the correct demultiplexing in the RTPSource SH at the receiver.

‘ e
RTCP/TERC H
File Packe- rTp | >

Source tizer Sink Source

S S = RTP/TFRC S RTP

Sink

Origin Server Proxy Cache

Figure 12: Stream handlers scenario for in-band FSC
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5 RELATED WORK

Rejaie et a [15] and Saprilla et a [18] also present mechanisms that claim their fair share and support the transport of
layer encoded video. Both assume that the client has sufficient buffer to allow a transmission rate higher than the receivers
consumption rate. While the first approach is limited to CBR encoding the second also supports VBR layer encoding. In
contrast to the FSC mechanism we presented in this paper video transmission into proxy caches is not considered. Both
mechanism do not support the transmission of data that has already missed its deadline for the timely consumption at the
client and therefore do not offer any functionality to improve the quality of avideo that is being cached or already stored on
acache.

Another approach that supports scalable streams is presented by Law et al [8]. In this work the focus is mainly on server
efficiency and scalability. In comparison to our approach the quality is adapted due to the capabilities of the receiving client
rather than to network conditions. Their architecture does neither envision caches nor incorporate TCP-friendly streaming.

[7] considers the combination of caching and layered video, yet, the latter only for the support of heterogeneous clients but
not for congestion control purposes. Furthermore, the emphasis of their work is on optimal cache replacement decisions
viewed over all videos stored in a cache. We, however, assume a two-stage decision process where in the first stage a video
is selected for storage in a cache and then the retransmissions of missing segments are scheduled independent from the cache
status of other videos. While this represents a restricted problem it ensures that the overall problem still remains manageable.
Another difference in their work is the fact that missing segments of a certain layer a only streamed directly to the client in
contrast to our approach where the segments are transmitted to the proxy cache to achieve a quality improvement for more
than one client.

The work of Nelakuditi et a [12] and Rejaie et [17] is mainly concerned with quality improvement of layer encoded
videos and does not consider a fair share claiming technique. [12] present an approach where only server and clients are
involved and therefore the client requires sufficient buffer space to allow quality improvement of layer encoded video. Closer
to our work is the approach presented in [17] where al'so missing segments of a layer encoded video are retransmitted to
proxy caches in order to improve the quality of the cached videos. However, we extend their work by focussing on the
development and comparison of different retransmission scheduling algorithms which are more flexible and performing
better than the one presented in [17] as shown in Section 3.3.2. In contrast to our FSC algorithm an additional link for
retransmission is provided between the origin server and the proxy cache.

An architecture of video servers, caches and clients for layer encoded video is proposed in the work of Paknikar et al [13].
In contrast to our SAS proposal asingle broker exists that handles all client requests and redirects them to the corresponding
cache. Even though the usage of a broker allows to reduce the complexity of the caches it has the disadvantage that in the
case of abroker failure the clients will not be able to request content.

Fine-granular-scalable video [14] that consists of a base layer and one enhancement layer which is coded in a way to
enable the transmission of video at any desired bitrate is very well suited for FSC. However it has not been shown (to our
best knowledge) that this proposed technique is usable in streaming applications since some of the encoding has to be
performed in real-time.

6 CONCLUSION AND FUTURE WORK

In this paper, we presented a new technique called FSC that allowsto claim the fair share for TCP-friendly sessions for the
transmission of layer encoded videos in the case that proxy caches are involved. This technique bears the advantage that on
one hand these sessions actually will get their fair share of the link and on the other hand the quality of already cached videos
can be improved. We presented our overall scenario of scalable adaptive streaming and showed how FSC fitsinto it. In order
to prove the applicability of FSC we created a simulation environment that consists of three single simulation steps: Creation
of TFRC traces, layer encoded video transmission and retransmission scheduling. A series of simulations based on this
simulation environment were performed. The results of the simulations stated the applicability of FSC, especialy, that in
combination with the retransmission scheduling algorithms we developed earlier a reasonable quality improvement for
already cached videos can be achieved. We have also shown that an other aready existing retransmission scheduling
algorithm is not well suited for the proposed FSC technique. Additionally, we have shown how the proposed FSC technique
can be integrated in streaming applications by the extension of aready existing protocols.

The approach is so far limited to unicast transmissions. In future work we will investigate how also multicast transmission
can be supported with the FSC approach. In the next step we will implement the presented design in our streaming platform
to be able to gain some information about how FSC performsin a*“real world” scenario. An other interesting approach that
we would like to compare with FSC an investigate in more details is the one presented in [12] with the exception that in our
case proxy cacheswill beinvolved and the reordering an buffering will be performed at the proxy cache to keep the clients as
simple as possible.
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